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Introduction

The study of public policy, including the methods of policy analysis, has been among the most rapidly
developing fields in the social sciences over the past several decades. Policy analysis emerged to
both better understand the policymaking process and to suppy policy decision makers with reliable
policy-relevant knowledge about pressing economic and social problems. Dunn (1981, 35) defines
policy analysis as “an applied social science discipline which uses multiple methods of inquiry and
arguments to produce and transform policy-relevant information that may be utilized in political
settings to resolve policy problems.”

By and large, the development of public policy analysis first appeared as an American phenom-
enon. Subsequently, though, the specialization has been adopted in Canada and a growing number of
European countries, the Netherlands and Britain being particularly important examples. Moreover,
in Europe a growing number of scholars, especially young scholars, have begun to identify with
policy analysis. Indeed, many of them have made important contributions to the development of
the field.

Although policy advice-giving is as old as government itself, the increasing complexity of
modern society dramatically intensifies the decision makers’ need for information. Policy decisions
combine sophisticated technical knowledge with complex social and political realities, but defining
public policy itself has confronted various problems. Some scholars have simply understood policy
to be whatever governments choose to do or not to do. Others have spelled out definitions that focus
on the specific characteristics of public policy. Lowi and Ginsburg (1996, 607), for example, define
public policy as “an officially expressed intention backed by a sanction, which can be a reward or
a punishment.” As a course of action (or inaction), a public policy can take the form of “a law, a
rule, a statute, an edict, a regulation or an order.”

The origins of the policy focus are usually attributed to the writings of Harold Lasswell, con-
sidered to be the founder of the policy sciences. Lasswell envisioned a multidisciplinary enterprise
capable of guiding the political decision processes of post-World War II industrial societies (see
Torgerson, chapter 2). He called for the study of the role of “knowledge in and of the policy process.”
The project referred to an overarching social-scientific discipline geared to adjusting democratic
practices to the realities of an emerging techno-industrial society. Designed to cut across various
specializations, the field was to include contributions from political science, sociology, anthropol-
ogy, psychology, statistics and mathematics, and even the physical and natural sciences in some
cases. It was to employ both quantitative and qualitative methods.

But the policy-analytic enterprise largely failed to take up Lasswell’s bold vision, following
instead a much narrower path of development. Policy analysis, as it is known today, has taken an
empirical orientation geared more to managerial practices than to the facilitation of democratic
government per se (see deLeon and Vogenbeck, chapter 1). In contrast to a multidisciplinary meth-
odological perspective, the field has been shaped by a more limiting methodological framework
derived from the neopositivist/empiricist theories of knowledge that dominated the social sciences
of the day. This has generated an emphasis on rigorous quantitative analysis, the objective separation
of facts and values, and the search for generalizable findings whose validity would be independent of
the particular social context from which they were drawn. That is, the limited framework becomes
a policy science that would be able to develop generalizable rules applicable to a range of problems
and contexts. In no small part, this has been driven by the dominant influence of economics and its
positivist scientific methodologies on the development of the field.

Xix
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By and large, this contemporary policy orientation has met with considerable success. Not
only is policy analysis prominently featured in the social sciences, the practice is widely found
throughout government and other political organizations. In addition to academia, policy analysts
are employed as researchers in government agencies at all levels of government, in public policy
think tanks, research institutions, consulting firms, interest group associations, and nongovernmental
organizations. Increasingly they are employed in the public affairs departments of major companies
to monitor and research economic and regulatory policies.

At the same time, the discipline has not been without its troubles. It has often been criticized
for failing to produce an abundance of problem-oriented knowledge bearing directly on the policy
process, or what has been described as “usable knowledge.” In the late 1970s and early 1980s,
studies showed that empiricist policy research was used far less than anticipated. Research into the
utilization of policy findings illustrated that only about a third of the administrators who received
such information could identify a concrete use to which it was put. deLeon summed this up by
ironically noting that a cost-benefit economist would be hard pressed to explain why so much effort
had been given to an exercise with so little payoff.

This is not to say that policy research has been without an impact, but it has not always been
of the nature that it set out to supply, namely, knowledge directly applicable to problem solving.
Often the contribution has been more of an enlightenment function that has helped politicians, policy
decision makers, and the public think about public issues, but not to solve them per se. In view
of these difficulties others have sought out new directions. Looking more closely at the nature of
social problems and their epistemological implications for a policy science, they have emphasized
the inherently normative and interpretive character of policy problems. Policy analysis and policy
outcomes, noted such scholars, are infused with sticky problems of politics and social values requir-
ing the field to open itself to a range of other types of methods and issues.

This has lead to a turn to the processes of policy argumentation and deliberative policy analy-
sis. This position, presented in Part IV, challenges the neopositivist or empiricist orientation that
has shaped the field, suggesting that it cannot alone produce the kinds of knowledge needed for
policy making. Needed is a more normative emphasis that brings empirical and normative inquiry
together.

The book is divided into ten parts. Part I, “Historical Perspectives,” deals with the basic ori-
gins and evolution of the field. The first of three chapters in this part by Peter deLeon and Danielle
Vogenbeck, who offer a survey of the development of the field—its successes and failures—and
emphasize the political and methodological issues that shaped its evolution, in particular its prob-
lem orientation, multidisciplinary perspective, and the normative nature of its research. Based on
these considerations, they offer suggestions for future development in the field. Douglas Torgerson
focuses more specifically on the contribution of the field’s founder, Harold Lasswell. He sketches
out in some detail Lasswell’s multidisciplinary perspective, his concept of the “policy sciences
of democracy,” and the need to pay attention to the role of social and political context in both
the analysis of policy problems and application of policy objectives in the world of action. Peter
Wagner concludes part I by stepping further back to examine development of the policy perspec-
tive in terms of the evolution of the modern state and its needs for policy knowledge. Tracing the
development of social knowledge for human betterment back to the Enlightenment, he discusses
the various theoretical traditions of political intervention, the need for empirical knowledge, and the
close relationship of such knowledge to the managerial functions of the modern state. He closes the
essay with an analysis of the increasing “scientification” of policy making, and political life more
generally, that has accompanied these developments.

The second part of the book, “Policy Processes,” examines the stages of the policy-making
process. Werner Jann and Kai Wegrich lead off by considering the utility of the “policy stages” or
“cycle model” of the policy process. Paradoxically, they argue, this model is constantly criticized but
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yet frequently employed to structure research. The authors argue that most scholars have discarded
the faulty assumptions associated with the model, using it to structure diverse literatures and to
answer important questions about the nature of policy processes. The second chapter, by Thomas
Birkland, examines the first stage of the policy process, agenda setting, which is the process by
which problems and alternative solutions gain or lose attention. He considers groups’ differential
ability to control the agenda, the strategies used to draw attention to policy issues, and the range of
forces that contribute to movement onto or off of the agenda. He reviews common approaches to
measuring and tracking the agenda status of a policy issue. Mara Sidney follows with a discussion
of the applied and academic approaches to policy formulation, emphasizing the role of design and
the choice of policy instruments or tools. As the stage in the policy process where participants gen-
erate alternative solutions to deal with issues that have made it onto the agenda, research on policy
formulation sheds light on how policy choices are made. Recent work is shown to bring normative
criteria to bear on policy designs, and expands to include nongovernment organizations as policy
designers in their own right, including expert policy communities and think tanks. Helga Piilzl and
Oliver Treib then explore the implementation stage of the policy process, comparing top-down,
bottom-up, and hybrid approaches. They suggest that assessments to date have overlooked the value
of these different approaches. Toward this end, they outline a range of insights that can be drawn
from them. They also urge policy implementation scholars to focus on implementation problems
that confront the European Union, given its unique multicultural problems and, in this respect,
argue that interpretive-analytic approaches can offer promising new directions. Finally, Hubert
Heinelt takes up Lowi’s path-breaking policy typology and examines in particular his proposition
that “policies determine politics.” Situating the original work within the policy scholarship of that
time, he shows how it can be updated and still useful in dealing with contemporary policy issues.
He suggests extending and refining the typology by incorporating the role that institutional settings
and policy networks play in generating varied political dynamics, and by attending to the mutability
of policy boundaries and problem perceptions.

Part I11, titled “Policy Politics, Advocacy, and Expertise,” turns to the role of political advocacy
and expertise in the policy process. It leads off with the influential advocacy coalition framework
developed by Paul Sabatier. Christopher Weible and Sabatier outline the framework, illustrating the
way coalitions, organized around policy belief systems, struggle to change public policy. The model
emphasizes the role of external shocks to political systems and the role of technical knowledge
and expert communities in influencing belief systems. They illustrate the model with a brief case
study. Hugh Miller and Tansu Demir focus more specifically on the role of policy communities that
form around particular policy issues. Policy communities are constituted by professional experts
and others who closely follow and participate in debates about a policy problem. The members of
these communities share common interests and concerns for the particular issue domain and are
engaged in various ways in bringing about policy change. Concentrating on ideas and solutions for
policy reform, such communities play an important role in shaping the deliberations about public
policy, particularly in the policy agenda-setting and policy formulation phases of the policy-making
process. Finally, Diane Stone takes up the topic of policy think tanks, which have also emerged to
influence and shape policy ideas. Such institutions, having now emerged in developing as well as
developed countries, have become important actors on the political landescape. In some countries
they are closely related to political parties or orientations; in others they are relatively free-standing.
Supplying or interpreting new knowledge for policy-relevant decisions, policy think tanks are seen
to deal with both domestic and foreign policy issues.

The fourth part of the book focuses on rationality in policy decision making and the role of
policy networks and learning. Clinton Andrews’s chapter on rationality in policy decision making
contrasts the idea of “rationality” as science and as metaphor. He extends his analysis across the
relevant disciplines, economics, policy analysis, and management science. In particular, he focuses
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on the the differences between the rational approach to decision making and the more publicly
oriented concept of practical reason. Steven Griggs follows by focusing on the influential theory
of rational choice. He critically analyzes the approaches of policy researchers using this analytical
model to deal with a number of important topics: collective action, coalition building, bureaucra-
cies, and the political-business cycle. His analysis challenges both rational choice theory in policy
making and, not less important, the problems it poses for policy researchers using other competing
approaches. Putting the theory in political context, he warns against those who argue that rational
choice techniques are neutral and pliable tools. In the next chapter of the section, Jorg Raab and
Patrick Kenis focus on “policy networks.” Observing the attraction that the concept has had for
many policy rearchers, particularly the multidisciplinary interest that it has attracted, they report
a substantial range of research findings about policy networks. In particular, they emphasize the
relevance of networks in promoting innovation. They also discuss questions involving the relation
of policy networks in promoting innovation, the diffusion of ideas, resource dependencies, and the
implications of unequal resources among policy networks. They conclude by noting that research
in this area has often not clearly demonstrated a number of the central claims advanced by policy
network theorists. In the section’s final chapter, John Grin and Anne Loeber focus on the related
concept of policy learning. Policy learning is described as a theoretical orientation often advanced
to rival the concept of power as a way of explaining policy change. They contrast policy learning
with other theoretical orientations—the stages approach, systems theory, and game theory in par-
ticular, examine its role in the transfer of policy ideas, and survey its applications and implications
in different research domains.

Part V of the book, “Deliberative Policy Analysis,” turns to the role of argumentation, rhetoric,
and narratives in the policy-analytic process. Deliberative policy analysis emerges in large part as
an epistemological alternative to the neopositivist, technocratic tendencies that have had a strong
influence on the discipline. In this approach the focus is on language and argumentation rather
than evidence narrowly conceived. In particular, the orientation stresses the enlightenment func-
tions of policy analysis. The article by Frank Fischer opens the section. After surveying the limits
of the neopositivist epistemology of mainstream policy analysis and its failures to produce “usable
knowledge,” the chapter turns to a communications model of policy argumentation. The model,
as presented, rests on an informal logic of evaluation, illustrated briefly with a policy illustration
related to nuclear power. Herbert Gottweis takes up the age-old perspective of rhetoric and updates
it to suit the needs and interests of policy analysis. Particularly important, he shows that a rhetorical
perspective permits the inclusion of the emotional elements of policy politics, normally neglected by
conventional approaches. It emphasizes, in this respect, the need to attend to particular audiences in
the construction and presentation of findings. Finally, Michel van Eeten explores a particular method
of argumentative policy analysis focused on story-telling and the narrative form of communication.
Drawing on the perspective developed by Emery Roe, he shows the way narratives are employed
by both citizens and policy makers. The argument is illustrated with two case studies.

Part VI explores the comparative, cultural, and ethical aspects of public policy. Martin Lodge
considers the goals of comparative public policy analysis, identifying its core objective as explain-
ing the determinants of state action by investigating patterns in policy choices and outcomes across
contexts. Comparative studies share a common logic, if not common methodologies. They seek to
understand issues ranging from how governments raise and spend money, how they acquire and use
knowledge, how they organize and deliver services, and what policies they choose to intervene in
society. In the second chapter, Robert Hoppe argues that policy analysts should systematically assess
the role of culture when analyzing a policy problem or process. He offers group-grid cultural theory
as a tool to understand policy discourses that are sensitive to pluralism and that can constructively
move stalemated policy processes toward action. Eileen Sullivan and Mary Segers bring prevailing
theories of ethical decision making to bear on cases of public officials who confronted difficult
questions. Examining cases that include U.S. officials’ response to genocide in Rwanda, and deci-
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sion making about the use of torture in wartime, the authors offer a model for analyzing the ethical
considerations in public decisions. They argue for increased application of deontological ethics
to decision making. In the final chapter, Anne Larason Schneider and Helen Ingram discuss the
many implications for democratic citizenship that are embedded in and shaped by public policies.
They consider how policies influence access to the public sphere and how they affect the material
conditions that enable or constrain active citizenship. The authors suggest that policies ultimately
contribute to a group’s degree of identification with the nation, and to their conceptions of their
worth in the polity.

The seventh part of the book takes up the primary quantitative-oriented analytical methods
employed in policy research. In the first chapter, Kaifeng Yang discusses the development of social
science’s use of quantitative methods in policy analysis in the United States. He then examines
the nature and uses of various methods. These include univariant and bivariate analysis, multiple
regression analysis, time series analysis, path analysis, event history analysis, and game theory. In
the second chapter on surveys, research, Jerry Mitchell argues that polling attracts and fascinates
many policy analysts. Exploring the nature and process of survey research, he describes uses for
survey research and its various approaches in policy analysis and ends with a critique, pointing
out survey research’s pitfalls. In particular, he raises questions about the democratic implications
of the use of surveys in the policy decision-making process. Caroline Danielson, writing about
social experimentation, examines the claim that experiments have become the “gold standard”
in policy evaluation, serving as a rigorous, straightforward arbiter among political choices. She
highlights issues involving causation and methodological transparency. By surveying the history
of experimentation in policy analysis and examining the content of an experiment, she concludes
that any experiment rests on crucial assumptions and has important limitations. The final chapter
in the section turns to the methods of evaluation research. Here Hellmut Wollmann inventories the
concepts that underlie policy evaluation and raises various political and methodological issues to
which they give rise. Exploring the evolution of this form of policy analysis, he emphasizes the
institutionalization of evaluation theory and practices in many countries.

Part VIII explores the qualitative sides of policy analysis. It shifts the focus to the subjective
dimensions of the analytical assignment, examining the role of interpretation, social meaning, and
situational context. Dvora Yanow focuses on the interpretively oriented qualitative methods employed
in policy research. She characterizes these methods as word-based and writer-reflexive oriented
to the identification and analysis of social meaning. She describes a variety of approaches to data
gathering, such as observation, interviewing, reading documents, as well as methods of analyzing
the data, such as frame, narrative, and category analyses. Alan Sadovnik contrasts qualitative and
quantitative research, tracing qualitative research’s history in sociology and education in the United
States. He surveys several modern paths qualitative research has followed, from ethnography through
case studies and grounded research. He then provides criteria for evaluating such research in policy
analysis. Henk Wagenaar turns to deeper epistemological issues underlying interpretive analysis.
He argues for the need to systematically investigate the meaningful intentions of the behaviors and
actions observed in both policy analysis and policy making. The chapter presents two major ap-
proaches to interpretation in policy analysis, the hermeneutical and the tradition-generating social
interaction approaches. Susan Clarke closes this section with an analysis of the role of context in
choosing to use particular policy methods. Focusing on areas of policy analysis where observa-
tions alone may not promote insight or understanding, she shows that context is essential to the full
range of data observations. Toward this end, she surveys and critiques a number of context-sensitive
methods. She concludes that the context sensitivity of observation will help to balance research
rigor with flexibility, reliability, and validity in making persuasive and accessible arguments and
providing evidence to back claims.

Part IX, “Policy Decisions Techniques,” examines various tools employed to help refine policy
choices. In the first chapter on cost-benefit analysis (CBA), Gerald Miller and Donijo Robbins ex-
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plore the roots of this form of analysis, examine the logic and uses of CBA, and explore its use of
contingent valuation in decisions aimed to improve social welfare. They also critique CBA as a form
of policy analysis limited by its exclusive use of economic reasoning. The well-established technique
of environmental impact assessment (EIA) is the focus of the essay by Yaakov Garb, Miriam Manon,
and Deike Peters in the next chapter of this section. Examining the ways it is employed to assess
environmental impacts, they trace the history of its use, and suggest ways that it might be helpful in
the developing world. They also evaluate the technique in terms of hard science criteria, concluding
that EIA is not a hard science, but argue that it can and does contribute to social learning. Bernard
Reber then explores the techniques of technology assessment, designed to evaluate the present and
future impacts—short- and long-term—of both existing and newly emerging technologies. He first
describes the initial development of technology assessment in the United States and then examines
its adoption in various European countries. In particular, he outlines the practices of participatory
technology assessment (e.g., citizens juries and consensus conferences) that have been innovations
in Europe. He then concludes with a discussion of technology assessments’ social and normative
implications. David Laws and John Forester turn to the uses of dispute mediation and describe the
practice and process of mediated negotiation in a world of plural perspectives brought to policy
analysis. After discussing its uses with several examples from the U.S. and Canada, they conclude
that mediation’s practical bent can usefully compel mediators and involved stakeholders to map
their relationships to a policy issue, to better understand the issue in terms of their own interest, and
to examine those interests in terms of the other parties engaged in this form of negotiation.

The final section of the book, “Country Perspectives,” traces the development of policy analysis
in selected national contexts. As we noted at the outset, policy analysis emerged as a rather unique
American disciplinary field, but, as this section is designed to show, it has subsequently developed
in a wide range of other countries around the globe. The authors here review the emergence of the
field in different countries, the dominant approaches to policy analysis that have been adopted, and
the actors and organizations—both within and outside of government—who practice policy analysis
today. The first four of these chapters examine European countries. Wayne Parsons opens with a
discussion of policy analysis in Britain. He examines the central role that economic analysis long
has played in Britain’s policy-making process, and traces the development of policy studies within
Britain’s universities. New Labour called on the social sciences to “become relevant” by informing
government what works and why, but the author is skeptical that the move toward “evidence-based
policy making” will solve problems. Igor Mayer subsequently describes the origins and evolution
of multiple government agencies responsible for policy analysis in the Netherlands from the post-
World War II era to the present, along with the rise of non-state research institutes and think tanks.
He traces a pendulum swing from adherence to technocratic, rationalistic models of analysis toward
innovative participatory models, with a swing back in the late 1990s toward a public management
approach stressing indicators and output measures. Jan-Eric Furubo focuses on Sweden’s emphasis
on the methods of evaluation research. He discusses the ways the positive orientation in Sweden
toward the state as a mechanism for problem solving led to a widespread system of commissions
connecting research to politics. This institutional structure easily incorporated tools of program
evaluation and budgeting from the United States during the 1960s and 1970s in the context of
Sweden’s ongoing cultural development. Then Thomas Saretzki dates Germany’s increasing inter-
est in policy analysis to the 1970s, under the social-liberal governing coalition, and examines the
concomitant shifts as universities and research institutes adapted to demands for usable knowledge.
He highlights disciplinary divides among German political scientists, and the growth of a set of
research centers that developed distinctive approaches to policy analysis. He describes how political
notions of civil society, Europeanization, and ideational approaches have become incorporated into
public policy research, and charts a general increase in interest among younger scholars in public
policy as a field of study.

The last two chapters focus on developments outside of Europe. India is discussed by Kuldeep
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Mathur and Navdeep Mathur. They show that policy analysis in their country has traditionally
been framed in terms of development planning, with economistic modes of analysis having long
dominated the field. There has been, though, a recent rise of non-state research organizations and
community-based groups offering local knowledge that challenges the longstanding economic
approach to problem solving within the state. Universities now produce policy research beyond
program evalution, bringing institutional and neo-Marxist approaches to the table. NGOs are
shown to increasingly present alternative perspectives on state failures and emphasize the need for
democratic, participatory processes of policy making. In the final chapter of the book, Changhwan
Mo shows how the shifts in Korean political regimes coincided with and shaped the development
of policy analysis. Government agencies dating from the 1960s and 1970s served the interests of
an authoritarian regime, producing studies to support its policy preferences, often incorporating
American economic analysis techniques. As Korea shifted to a democracy in the late 1980s, policy
scholars shifted toward process studies, to analyze the surge of citizen participation and conflict
across social and political groups.

SUMMARY

The book’s ten sections and forty chapters provide a broad, comprehensive perspective on the field
of public policy analysis. The book covers the historical development of policy analysis, its role in
the policy process, the empirical methods that have defined the endeavor, the theory that has been
generated by these methods, and the normative and ethical issues that surround its practice. The
chapters discuss the theoretical debates that have defined the field in more recent years, including
the work of postpositivist, interpretivist, and social constructionist scholars. In this respect, the
guiding theme throughout the book is the interplay between empirical and normative analysis, a
crucial issue running through the contemporary debates of the field.
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The Policy Sciences
at the Crossroads

Peter deLeon and Danielle M. Vogenbeck

INTRODUCTION

From the time of Harold Lasswell’s (1951) first articulation of the policy sciences concept, the
benchmark of their field of inquiry was relevance to the political and social worlds. Responding
directly to the questions posed by Robert Lynd’s (1939) Knowledge for What? and John Dewey’s
relentless pressing of pragmatism (deLeon and Vogenbeck 2006), both its salient theories and
real-world applications were at the center of the policy sciences. It was, in many ways, seen by the
academic and the administrator as the ultimate culmination of the town and gown orientation.

Seemingly, as the world’s problems have become increasingly complex, this orientation should
be likewise even more central, as it tries to resolve the problems pressing society and its govern-
ments. And, indeed, over the past few decades, virtually every governmental bureaucracy or agency
(as well an numerous nonprofit groups) has established some sort of analytic charter and attendant
desk (especially those dealing with policy analysis and/or evaluation) to underpin its administra-
tive decisions and agenda (see Radin 2000). At the same time, however, others have described the
general abandonment in political circles of rational, analytic thought, with policy scholars often
voicing the perception that their work is not being utilized. Donald Beam (1996, 430-431) has
characterized policy analysts as fraught with “fear, paranoia, apprehension, and denial” and that
they do not “have as much confidence...about their value in the political process as they did 15
or 20 years ago.” Heineman and his colleagues (2002, 1 and 9) are equally distressed in terms of
access accorded policy research and its results:

...despite the development of sophisticated methods of inquiry, policy analysis has not
had a major substantive impact on policymakers. Policy analysts have remained distant
from power centers where policy decisions are made. . ..In this environment, the values
of analytical rigor and logic have given way to political necessities.

More recently, author Ron Suskind described a meeting with an official of the George W. Bush
White House; that official’s comments directly affect the ways in which policy scholars address
their stock and trade:

The aide said that guys like [Suskind] were “in what we call the reality-based community,”
which he defined as people who “believe that solutions emerge from your judicious study
of discernible reality.”  nodded and murmured something about enlightenment principles
and empiricism. He cut me off. “That’s not the way the world really operates any more,”
he continued. “We’re an empire now, and when we act, we create our own reality. And
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while you’re studying that reality—judiciously, as you will—we’1l act again, creating other
new realities, which you can study too, and that’s how things will sort out. We’re history’s
actors...and you, all of you, will be left to study what we do.” (Suskind 2004, 51)

To this observer, a prescriptive policy analysis was being subverted to a descriptive and mostly
irrelevant historical or after-the-fact analysis.

Still, to be fair, the history of post-WW II American public policy represents numerous important
achievements. In many ways, the American quality of political life has benefited directly and greatly
from public policymaking, ranging from the Truman Doctrine and Marshall Plan (that effectively
halted the march of European communism after WW 1II) to the GI Bill (that brought the benefits of
higher education to an entire generation of American men and, with it, the broad dissemination of
higher education into the fabric of the American society) to the original Medicare/Medicaid poli-
cies (1964) to the American civil rights movements to an flowering of environmental programs to
(literally) men on the moon. However, as Derek Bok (1997) has pointed out, American expectations
and achievements have hardly produced universal progress compared to other industrialized nations,
with crime, the environment, health care, and K-12 education being only four of the United States’
shortcomings, thereby recalling Richard Nelson’s (1977) trenchant question, “if we can put a man on
the moon, why can’t we solve the problems of the urban ghetto?”” All of which leads one—roughly
fifty years after Lasswell’s initial articulation of the policy sciences—to ask a series of critical
evaluative questions as to their continued vitality: Why are some examples of policy research more
successful than others? Or, is there a policy sciences’ learning curve? What represents a success
and what is its trajectory? Can we calculate the respective costs and benefits? And, ultimately, how
do we evaluate the policy sciences in terms of both process and results?

To understand the validity of these concerns, it is necessary to place them in the context of
the development of the policy sciences. This chapter examines the political, methodological, and
philosophical underpinnings in the development of the policy sciences to trace out their role in
the contemporary political setting. It also permits us to propose ways in which the policy sciences
might be amended.

THE EVOLUTION OF THE POLICY SCIENCES

For the sake of the discussion, let us quickly set out the central touchstones of the policy sciences
approach.! The policy sciences approach and its advocates deliberately distinguished themselves
from early scholars in (among others) political science, public administration, communications,
psychology, jurisprudence, and sociology by posing three defining characteristics that, in combina-
tion, transcended the individual contributions from those more traditional areas of study:

1. The policy sciences were consciously framed as being problem-oriented, quite explicitly
addressing public policy issues and posing recommendations for their relief, while openly
rejecting the study of a phenomenon for its own sake (Lasswell 1956); the societal or political
question—So what?—has always been pivotal in the policy sciences’ approach. Likewise,
policy problems are seen to occur in a specific context, a context that must be carefully
considered in terms of the analysis, methodology, and subsequent recommendations. Thus,
necessarily, the policy approach has not developed an overarching theoretic foundation.

2. The policy sciences are distinctively multi-disciplinary in their intellectual and practical
approaches. This is because almost every social or political problem has multiple compo-

1. Greater detail and explanation can be found in deLeon (1988); “archival” materials might include Lasswell
1951a, 1951b, and 1971; Lasswell and Kaplan 1950; Dewey 1927; Merriam 1926; and Merton 1936.
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nents closely linked to the various academic disciplines without falling clearly into any one
discipline’s exclusive domain. Therefore, to gain a complete appreciation of the phenom-
enon, many relevant orientations must be utilized and integrated. Imagine, if you can, policy
research in urban redevelopment (or, for that matter, international terrorism) that did not
entail a constellation of disciplinary approaches and skills.

3. The policy sciences’ approach is deliberately normative or value oriented; in many cases, the
recurring theme of the policy sciences deals with the democratic ethos and human dignity.>
This value orientation was largely in reaction to behavioralism, i.e., “objectivism,” in the
social sciences, and in recognition that no social problem nor methodological approach is
value free. As such, to understand a problem, one must acknowledge its value components.
Similarly, no policy scientist is without her/his own personal values, which also must be
understood, if not resolved, as Amy (1984) has discussed. This theme later achieved a central
role in the policy sciences’ movement to a post-positivist orientation (see, among others,
Dryzek 1990, and Fischer 2003).

Beryl Radin (2000) and Peter deLeon (1988) have both described the institutional and political
evolutions of the policy sciences.* Although they are not in obvious opposition to one another, their
respective chronologies offer contrasting emphases. Radin (2000) argued that the policy analysis
approach knowingly drew upon the heritage of American public administration scholarship; for
instance, she suggested that policy analysis represent a continuation of the early twentieth century
Progressive Movement (also see Fischer 2003) in particular, in terms of its scientific analysis of
social issues and the democratic polity. Her narrative particularly focused on the institutional (and
supporting educational) growth of the policy analysis approach. Radin suggested a fundamentally
linear (albeit gradual) progression from a limited analytic approach practiced by a relatively few
practitioners (e.g., by the Rand Corporation in California; see Smith 1966) to a growing number of
government institutions, “think tanks,” and universities.

Following the introduction and apparent success of systems analysis (which many see as the
direct precursor of policy analysis) in Secretary Robert McNamara’s Department of Defense in the
early 1960s (see Smith 1966), its applications spread out into other government agencies, such as
the Department of Health, Education, and Welfare in the mid-1960s, with the explicit blessing of
President Lyndon Johnson. Although systems analysis never again enjoyed the great (and, to be
fair, transitory) success that it did in the Defense Department (see Wildavsky 1979), the analytic
orientation soon was adopted by a number of federal offices, state agencies, and a large number
of analytic consultant groups (see Fischer 1993, and Ricci 1984). Thus, Radin (2000) viewed
the development of the policy analysis as a “growth industry,” in which a few select government
agencies first adopted an explicitly innovative analytic approach, others followed, and an industry
developed to service them. Institutional problems, such as the appropriate bureaucratic locations
for policy analysis, arose but were largely overcome. However, this narrative pays scant attention
to three hallmarks of the policy sciences approach: there is little direct attention to the problem
orientation of the activity, the multidisciplinary themes are largely neglected, and the normative
groundings of policy issues (and recommendations) are often overlooked. As such, Radin’s very
thoughtful analysis described the largely successful institutional (but basically apolitical) process
of formal policy research finding a bureaucratic home in governments.

2. In one of its earliest founding declarations, H. D. Lasswell and Abraham Kaplan (1950, xii and xxiv) dedi-
cated the policy sciences to provide the “intelligence pertinent to the integration of values realized by and
embodies in interpersonal relations,” which “prizes not the glory of a depersonalize state of the efficiency
of a social mechanism, but human dignity and the realization of human capabilities.”

3. For the present purposes, let us assume that the policy sciences rubric encompasses the differences described
by the terms “policy analysis,” “systems analysis,” and “policy sciences.” Fischer (2003, fns. 1 and 4, pp.
1 and 3, respectively) is in agreement with deLeon (1988) in this usage.
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DeLeon (1988) offered a parallel but somewhat more complicated model in which he links
analytic activities related to specific political events (what he terms supply, that is, events that sup-
plied analysts with a set of particular conditions to which they could apply their skills, a learning
activity, if you will) with an evolving requirement for policy analysis within government offices
(demand, i.e., a growing requirement for analytic skills). In particular, he suggested a series of
five political events as having been pivotal in the development of the policy sciences, in terms of
lessons learned:*

The Second World War. The United States assembled an unprecedented number of social
scientists—economists, political scientists, operations researchers, psychologists, etc.—to apply
their particular skills to further the Allied war efforts. These activities established an important
precedent, illustrating the ability of the social sciences to direct problem-oriented analysis to urgent
public issues, in this case, assuring victory over the Axis powers. Indeed, Lasswell and his policy
sciences collaborator Abraham Kaplan spent the war studying propaganda techniques employed
by the Library of Congress. These collective efforts (and their apparent successes) led directly to
the postwar establishment of the National Science Foundation (admittedly more concerned at first
with the physical sciences) and the Council of Economic Advisors, as well as research facilities
such as the Rand Corporation (Smith 1966) and the Brookings Institution (Lyons 1969). However,
in general, while the supply side of the policy equation was seemingly battle-tested and ready, there
was little on the demand side from the government, perhaps because of the post-WW II society’s
desire to return to normalcy.

The War on Poverty. In the early 1960s, largely fueled by the emerging civil rights demonstra-
tions and the new visibility of major nonprofit organizations (e.g., the Ford Foundation) on the
U.S. political scene, Americans finally took notice of the pervasive, demeaning poverty extant in
“the other America” (Harrington 1963) and realized that as a body politic they were remarkably
uninformed. Social scientists moved aggressively into this knowledge gap with enthusiasm but little
agreement, producing what Moynihan (1969) called “maximum feasible misunderstanding.” A vast
array of social programs was initiated to address this particular war, with important milestones being
achieved, especially in the improved statistical measures of what constituted poverty and evaluation
measures to assess the various anti-poverty programs (see Rivlin 1970), and, of course, civil rights
(i.e., the 1964 Civil Rights Act ). Walter Williams (1998), reminiscing about his earlier days in the
Office of Economic Opportunity (O.E.O.), has suggested that these were the “glory days” of policy
analysis. Other O.E.O. veterans, such as Robert Levine (1970), were more reserved, while some,
such as Murray (1984), went so far as to indicate that with the advent of the antipoverty, anticrime,
and affirmative action programs, the American poor was actually “losing ground.” At best, policy
analysts were forced to confront the immense complexity of the social condition and discover that
in some instances, there were no easy answers. DeLeon (1988, 61) later summarized the result of
the War on Poverty as “a decade of trial, error, and frustration, after which it was arguable if ten
years and billions of dollars had produced any discernible, let alone effective, relief.””

The Vietnam War. The Vietnam War brought the tools of policy analysis to combat situations,
a massive analytic exercise that was exacerbated by the growing domestic unrest as to its conduct
and, of course, the loss of lives suffered by its participants. The war was closely monitored by Sec-
retary of Defense McNamara’s office, with on-going scrutiny from Presidents Kennedy, Johnson,
and Nixon;® these participating personnel, in the words of David Halberstam (1972), were “the best
and the brightest.” But it became increasingly obvious that analytic rigor—specified in terms such as

4. These are elaborated upon in deLeon (1988). Fischer (2003) and Dryzek (1993) have adopted much of his
interpretation.

5. For details regarding the War on Poverty, see Aaron (1978), Kershaw (1970), and Nathan (1985).

6. As was reflected by the publication by the New York Times of the McNamara review of the Vietham com-
mitment, widely known as The Pentagon Papers (Sheenan 1972).
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body counts, ordnance expended, and supplies moved—and rational decision making were largely
rendered irrelevant by the growing public sentiment against the war often critically described in
the American media, and finally reflected in the 1972 American presidential elections. Too often
there was evidence that the hard and fast numbers were being purposively manipulated to serve
military and political ends. Moreover, even on its relatively good days, systems analysts were not
intellectually able to encompass the almost daily changes in the war’s activities occurring in both
the international and domestic arenas. At the time, Colin Gray (1971) argued that systems analysis,
one of the apparent U.S. advantages of defense policymaking, turned out to be a major shortcoming
of the American war effort and was a partial contributor to the ultimate U.S. failures in Vietnam.
Finally, and most tellingly, Defense Department analysts could not reflect the (respective) political
wills necessary to triumph, or, in the case of this war, outlast the opponent. Cost-effective approaches
against the North Vietnamese did little to diminish their war-fighting capacity (see Gelb and Betts
1979), until U.S. troops were finally literally forced to abandon the nation they had sacrificed over
fifty thousand lives to protect.

The Watergate Scandal. The most troubling activities surrounding the re-election of Presi-
dent Richard Nixon in the 1972 campaign, his administration and the Committee to Re-elect the
President’s (CREEP) heavy-handed attempts to “cover up” the tell-tale incriminating signs, and
his willingness to covertly prosecute Vietnam war protester Daniel Ellsberg led to impeachment
charges being leveled against an American President, which were only averted because President
Nixon chose to resign in ignominy rather than face congressional impeachment proceedings (Lu-
kas 1976; Olson 2003).” The undeniable evidence of culpability in the highest councils of the U.S.
government led to the clear recognition by the public that moral norms and values had been violated
by the associates of the president with the almost sure connivance by the president himself. These
unsanctioned activities of government, e.g., the amassing of illegal evidence (probably through
unconstitutional means) undermined the public norm and constituted an unpardonable political
act. Indeed, many observers have argued that President Gerald Ford (who, as President Nixon’s
appointed vice president, succeeded him) lost to candidate Jimmy Carter in the 1976 presidential
election because he chose to pardon President Nixon, thus protecting him from possible criminal
prosecution. Few can look back on the Watergate scandal without reflecting on its effect of the
public’s trust in its elected government. Jimmy Carter’s remarkable campaign pledge that “T will
never lie to you” and the Ethics in Government Act (1978) were only the most visible realizations
that normative standards were central to the activities of government, validating, as it were, one of
the central tenets of the policy sciences.

The Energy Crisis of the 1970s. If the early 1960s’ wellspring of analytic efforts was the War on
Poverty and the late 1960s’ was the Vietnam engagement, the 1970s’ energy crisis provided ample
grounds for the best analytic efforts the country could offer. Beset with nation-wide high gasoline
prices, the public was all-but-awash with descriptions of and recommendations for a national energy
policy; its elements might have addressed the level of petroleum reserves (domestic and world-wide)
and competing energy sources (e.g., nuclear vs. petroleum vs. solar), all over differing (projected)
time horizons (e.g., see Stobaugh and Yergin 1979). With this veritable ocean of technical data, the
analytic community was seemingly prepared to knowingly inform the energy policymakers, up to
and including the president. But, this was not to be the case. As Weyant was later to note, “perhaps
as many as two-thirds of the [energy] models failed to achieve their avowed purposes in the form
of direct application to policy problems” (Weyant 1980, 212). The contrast was both striking and
apparent: energy policy was replete in technical, analytic considerations (e.g., untapped petroleum
reserves and complex technical modeling; see Greenberger et al. 1983), but the basic decisions

7. The impeachment episode was made more sordid by the earlier resignation of President Nixon’s Vice Presi-
dent, Spiro Agnew, rather than face charges of political corruption incurred while he was the Governor of
Maryland (see Cohen and Witcover 1974).
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were decidedly political in nature (that is, not driven by analysis)—President Nixon established
Project Independence, President Carter declared that energy independence represented the “moral
equivalency of war,” President Ford created a new Department of Energy (see Commoner 1979),
with President Carter expanding the alternatives option by creating the Solar Energy Research In-
stitute (Laird 2001). There was seemingly a convergence between analytic supply and government
demand, yet no policy coherence, let alone consensus, was achieved, a condition that did little to
endear the policy sciences approach with either its immediate clients (government officials) or its
ultimate beneficiaries (the citizenry).

Since deLeon’s (1988) analysis, a final historical event seemingly has cast its shadow on the
development of the policy sciences, namely the end of the Cold War.® The Cold War basically dic-
tated American politics from the end of the Second World War until the very end of the 1980s and,
in retrospect, was almost as much an analytic activity as it was political.” Given that the central
occupation of the American Central Intelligence Agency (CIA), virtually since it was created, was
the careful and thorough monitoring of the (then) Soviet Union, it was particularly remarkable that
U.S. policymakers were caught almost totally unawares when Mikhail Gorbachev (and later Boris
Yeltsin) presided over the demise of the “evil empire,” almost as demanded by President Ronald
Reagan a few years earlier. Without questioning the personal courage and (later) flexibility of U.S.
and Russian leaders, it was telling that neither system seemed to have the analytic wherewithal that
was capable of developing friendly overtures toward one another. One standard explanation was
that the U.S. defense budget (and its impending arsenal of weapons systems) forced the Soviets
into a ruinously costly arms race, a race in which it found itself unable to compete economically,
let alone technically. This disparity led the Soviet to abandon the Cold War, even if this meant the
certain loss of the Soviet “empire.” While not without its merits, this interpretation sorely neglects
the effects of the American antinuclear movement (deLeon 1987) on its leaders. In short, the ana-
Iytic fumblings of the CIA and the mis-estimation of the effects of American public opinion did
much to set the existing Cold War in the public’s conscience and did little to suggest how it might
have ended. That is, the end of the Cold War, however salutary, did not represent a feather in the
policy sciences’ cap.

We need to observe that while the fruits of the policy sciences might not have been especially
bountiful when observed through a set of political lenses, nevertheless, political activities and results
are not synonymous with the policy sciences. But it is equally certain that the two are coincident,
that they reside in the same policy space. If the policy sciences are to meet the goals of improving
government policy through a rigorous application of its central themes, then the failures of the body
politic naturally must be at least partially attributed to failure of, or at least a serious shortfall in the
policy sciences’ approach. To ask the same question from an oppositional perspective: Why should
the nominal recipients of policy research subscribe to it if the research and the resulting policy does
not reflect the values and intuitions of the client policymaker, that is, in their eyes, does not represent
any discernable value added? To this question, one needs to add the issue of democratic governance,
a concept virtually everybody would agree upon until the important issues of detail emerge (see
deLeon 1997; Barber, 1984; Dahl 1970/1990), e.g., does direct democracy have a realistic place in a
representative, basically pluralist democracy. Still, this is an issue repeatedly raised by contemporary
observers (e.g., Dionne 1991; Nye et al. 1997), none more pointedly than Christopher Lasch: “does
democracy have a future?...Itisn’t a question of whether democracy can survive. .. [it] is whether

8. Certainly other political events since 1990 have weighed heavily on the American body politics (e.g., the
impeachment trial of President William Clinton and the various events surrounding the war on terrorism
including the invasions of Afghanistan and Iraq), but the historical record on these events, let alone their
effects on the policy research communities, have yet to be written.

9. There is a lengthy literature on this monumental topic; see Gaddis (1992) and Beschloss and Talbott (1993)
for two timely analyses.
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democracy deserves to survive” (1995, 1 and 85; emphases added). In light of legislation such as
the USA PATRIOT Act (passed in the immediate aftermath of the September 11, 1991 attacks on
Washington D.C. and New York City), this question becomes even more germane.

BACKWARD TO THE FUTURE

It is important to realize that the challenges to the policy sciences are not unexpected; any orienta-
tion explicitly predicated on normative values is certain to be contentious, just as a range of value
issues is fractious. Moreover, the founders of the policy sciences recognized that their approaches
were certain to change, as the dilemmas and challenges faced by the policy sciences changed. We
can look more closely at two areas in which changes are more likely for the policy sciences, in its
interactions with the world of political reality and an expansion of its theoretic constructs.

The first dilemma, one which seems as intractable as the changing political scene would imagine,
is reflected in what Douglas Torgerson (1986, 52—-53; emphases in original) has depicted as:

The dynamic nature of the [policy sciences] phenomenon is rooted in an internal ten-
sion, a dialectic opposition between knowledge and politics. Through the interplay of
knowledge and politics, different aspects of the phenomenon become salient at differ-
ent moments...the presence of dialectical tension means that the phenomenon has the
potential to develop, to change its form. However, no particular pattern of development
is inevitable.

The described tension is hardly novel; C. P. Snow (1964) described this inherent conflict in
terms of “two cultures,” in his case, politics and science. What with the increases polarization of the
American body politic, almost any given issue is well-fortified with (at least) two sets of orthogonal
policy analytic-based positions, each carefully articulated in both the policy and normative modes
(Rich 2004). And the growing complexity within policy issues (and between policy issues and the
natural environment; see Wilson 1998) only make the roles staked out by the policy sciences more
difficult to operationalize. In many ways, the three-tiered characteristics central to the policy sci-
ences’ approach that were spelled out earlier have been largely accommodated: the policy focus is
increasingly on social problems, however and whoever is defining them; few would argue nowadays
that politico-social problems are anything else than grounds for multidisciplinary research, with
the only real debate is over which disciplines have particular standing; and most would agree that
norms—not “objective” science—are at the heart of most politico-social disputes. For example,
nobody would suggest that President G. W. Bush’s education initiatives are mal-intended, but pro-
ponents and opponents will argue endlessly over the thrust and details of the No Child Left Behind
program and, more generally, the role of the federal government in elementary education.

The problem then, lies more in the reconciliation of differing policy research activities. This
resolution is often confounded by differing stances and positions, neither of which is particularly
amendable to compromise by those involved. The effect of the policy research orientation is that
all sides to any given arguments have their supportive analytic evidence, thus neatly reducing the
argument to the underlying values. Which, of course, is the heart of the problem. The policy sci-
ences only promised to bring greater intelligence to government; nobody ever made claims that they
would ipso facto make government and its accompanying politic more intelligent. The intellectual
and organizational format, then, is widely accepted but the exact content and the end results remain
under almost constant dispute, so participants can argue over the most basic (and often intractable)
points, such as the appropriate roles of the federal government and the private market.

The major epistemological thrust that has emerged over the past decade in the policy sciences
has been reflected in the transition from an empirical (often described as a “positivist”’) methodology
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to a more context-oriented “post-positivist” methodology, and, with it, a return to the democratic
orientation that Lasswell and his colleagues had earlier championed. In many ways, this movement
had three components. First, as noted above, the policy sciences’ record of historical successes was
much less than impressive. Many scholars suggested that the shortcomings of the policy sciences
were possibly due to its positivist methodologies, one historically based on the tenets of social wel-
fare economics (e.g., benefit/cost analysis) that were fundamentally flawed; as such, it should not
be surprising that the resulting analyses were also flawed. John Dryzek (1990, 4-6) was scathing
in his assessments of positivism, especially over what he (and others; see Fischer 2003; Hajer and
Wagenaar 2003) referred to “instrumental rationality,” which he claims,

destroys the more congenial, spontaneous, egalitarian, and intrinsically meaningful aspects
of human association. . .represses individuals.. .. is ineffective when confronted with com-
plex social problems. .. makes effective and appropriate policy analysis impossible.. . [and,
most critically] is antidemocratic.

Second, the post-positivist epistemological orientation argued for an alternative policy approach,
one that has featured different variations of greater citizen participation (as opposed to technical,
generally removed elites), often under the phrase of “participatory policy analysis” (deLeon 1997;
Fischer 2003; Dryzek 1990; Mayer 1997) or “deliberative democracy” (see Dryzek 2000; Elster
1998; Gutmann and Thompson 2004). In a more applied set of exercises, James Fishkin (1991;
1995) has engaged citizen-voters in a series of discursive panels as a way of bringing public educa-
tion, awareness, and deliberation to the political policymaking arena. While many have described
these meetings as “new,” in truth, they would have been familiar and welcomed to a host of political
philosophers as far back as Aristotle (and the Athenian fora) to Jean-Jacques Rosseau to John Stuart
Mills to New England town meetings to John Dewey.

Third, policy theorists began to realize that the socio-politico was too complex to be reduced
by reduction approaches, and that differing context often required very different perspectives and
epistemologies; that is, objectivism was inadequate to the policy tasks. Moreover, many of the
perceived conditions were subjectively ascribed to the situation and the participants. If, in fact, the
socio-politico context and the individuals within it were a function of social construction, as these
theorists (Schneider and Ingram 1997; Fischer 2003; Schneider and Ingram 2005) have contended,
then a deliberative democracy model (or some variant) becomes even more essential as affected
parties try to forge an agreement, and a benefit-cost analysis (as an example of the historic policy
analysis) becomes even more problematic.

But while deliberative democracy or participatory policy analysis has been promising—even
illuminating—to many theorists, it has also been severely criticized by others as being “too cum-
bersome” or demanding too much time or including too many participants to move toward policy
closure, especially in today’s mega-polities (deLeon 1997); some have characterized it as little
more than a publicity exercise in which the opposing group that has the more strident vocal chords
or lasting power is the invariable winner. Furthermore, as Larry Lynn (1999) has convincingly
argued, many lucid and powerful (and in some cases, unanticipated) insights have been gleaned
from the collective analytic (read: positivist) corpus conducted over the past fifty years and there is
little reason to suspect that future analysts would want to exorcise these findings or overlook these
approaches. Rivlin (1970) observed years ago that policy research has been slow and it might not
have arrived at many definitive answers to social problems, but it has at least discerned appropriate
questions to be posed. These insights and capability should not be treated lightly, for asking the right
questions is surely a necessary step in deriving the right answers. The question then becomes one
of problem recognition and when and where to use the methodologies suggested by the problem
itself (deLeon 1998).
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Some years back, Hugh Heclo (1978) introduced the concept of “issue networks,” in which
he noted that “...it is through networks of people who regard each other as knowledgeable. .. that
public policy issues tend to be refined, evidence debated, and alternative options worked out—though
rarely in any controlled, well-organized way.” These horizontal relationships can include individu-
als, organizations, lobbyists, legislators, or whoever plays a role in policy development. Heclo’s
work evolved into the concept of social network analysis (Wasserman and Faust 1994; Scott 1991),
particularly those under a democratic, participative regimen (see Hajer and Wagenaar 2003). This
concept is characterized by its use of “networks” as the temporal unit of analysis. That is, public
policy issues are no longer the exclusive domain of specified governmental units (i.e., the Department
of Commerce for globalization issues or Homeland Security for terrorism) per se. Rather, they tend
to reside in issue networks, including governmental units on the federal and state and municipal
levels; these are constantly seen to be interacting with important nonprofit organizations on both
the national and local levels, and various representations from the private sector as well. Public
policies in health care, education, social welfare, and the environment suggest the centrality of the
social network phenomenon; President G.W. Bush’s programs in “faith-based” initiatives manifest
social networks. All of these actors are engaging in what Hajer (1993) called “policy discourses,”
hopefully, but not always, in a cooperative nature.

Hanf and Scharpf (1978, 12) viewed the policy network approach as a tool to evaluate the “large
number of public and private actors from different levels and functional areas of government and
society.” More traditional forms of policy research have tended to focus on the hierarchical policy
process. The network approach looks at the policy process in terms of the horizontal relationships
that define the development of public policies. Thus, Rhodes (1990, 304; also see Carlsson 2000)
has defined policy networks as “cluster[s] or complexes of organizations connected to each other by
resource dependencies and distinguished from other clusters or complexes by breaks in the structure
of resource dependencies.” Although there are certainly shortcomings (i.e., for instance, in bounding
the scope of the analysis), in many ways social network analysis provides the policy sciences with
a methodological approach that is more consonant with the wide range of institutional actors who
constitute the policy process than those aggregated under the positivists’ approaches.

A final conceptual trend emerging over the past decade has been the movement in most of
the industrialized nations toward a more decentralized (or devoluted) polity. While this is most
readily observed in the new public management literature,' it is easily observed in a host of recent
legislation, such as the Welfare Reform Act and the Telecommunications Act (both 1996), as well
as in the federal government’s recent willingness to defer policy initiatives to the state without suf-
ficiently funding them. In many ways, devolution resonates with a more democratic participatory
policy approach, since both are more directly involved with the local units of government and the
affected citizen.

CONCLUSIONS

As we have noted above, proponents of the policy sciences can point to a half century of activity,
with some success (e.g., the widespread acceptance of the policy approach and its three central
conceptual touchstones), some trepidation, or misgivings (what we referred to as the “policy para-
dox”). Moreover, the importance accorded to the policy analysis processes has implicitly turned
policymakers’ attention to the more normative aspects of policy, which is ultimately the least
amenable to the traditional (read: accepted) forms of policy analysis.

10. “Devolution” became the hallmark of the Clinton-Gore administration and their National Performance
Review—Ilargely driven by Osborne and Gaebler’s (1992) work—but has continued unabated under the ad-
ministration of George W. Bush, with the important exception of issues dealing with Homeland Security.
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We pose two suggestions to possibly reinvigorate the policy approach. The first has to do with
the training of future analysts (also see Fischer 2003), implying that the traditional analytic toolkit
is, at best, incomplete or, at worst (in Dryzek’s words), “ineffective.. .. and antidemocratic ...” Newer
policy approaches—sometimes to compliment, other times to replace the more traditional forms
of policy analysis—need to be articulated from the post-positivist epistemologies and the social
networks analysis approach. Again, the focus should be on choosing the appropriate approach as a
function of the problem at hand, rather than always using the same approach for whatever problem
occurs (deLeon 1998). One obvious requirement is that policy researchers will need to acquire
a new set of analytic skills dealing with public education and negotiation and mediation, that is,
helping to foster new policy design models that are less hierarchical than has been the case, rather
than simply advising policymakers.

Likewise, the policy scientist should become more fluent and practiced in addressing the po-
tential effects of decentralized authority, for it is obvious that American government and its offices
are moving at the moment toward a more localized, state-centered form of government; indeed,
many conservatives (and their policy research efforts) are devising ways to minimize governmental
services in general and the federal government in particular. These trends raise troubling issues,
such as what measures would be necessary to ensure public accountability? This segues into another
recurring dilemma for the policy sciences, namely, how does one insure analyst’s impartiality or
balance, or, alternatively, are these virtues outmoded in an era characterized by and accustomed to
fractious policy debates and interchanges?

One would strongly suspect that Lasswell and Lerner and Merton and Kaplan et al., who
first articulated the policy sciences’ founding premises, would not have expected them to remain
untouched or somehow sacred through the vicissitudes of political events and intellectual chal-
lenges. Nor would they have dared to predict a string of unvarnished successes or even widespread
acceptance. The challenge, then, for the contemporary policy sciences—if indeed they are at a
turning point—is to assimilate how and why the world has changed. With this knowledge in mind,
it is imperative that they to re-examine their conceptual and methodological cupboards to make
sure they well stocked in order to understand the contemporary exigencies and to offer appropriate
wisdom and recommendations. If they falter in those endeavors, then indeed the policy sciences
are at a perilous crossroad.
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‘) Promoting the Policy
Orientation:
Lasswell in Context

Douglas Torgerson

When The Policy Sciences: Recent Trends in Scope and Method appeared in the early 1950s (Le-
rner and Lasswell, 1951), the book represented a challenge to an orientation then prevailing in
the social sciences. That orientation saw the social scientific project as a patient and painstaking
accumulation of knowledge about society. The application of knowledge was not ruled out, but it
was also not something to be rushed into prematurely. The contributors to The Policy Sciences, a
host of distinguished figures from a broad range of the social sciences, generally took a different
approach. This approach was particularly given voice by Harold D. Lasswell, a co-editor of the
volume, in the book’s central chapter, “The Policy Orientation” (Lasswell, 1951b). Following a
direction set by the pragmatist philosopher John Dewey in the early part of the twentieth century,
Lasswell conceived the social sciences as methods of social problem-solving and thus proposed
that they be understood as policy sciences.'

Lasswell’s proposal in The Policy Sciences that the social sciences be shaped through a policy
orientation was a public expression of an idea that he had been working on since the early 1920s. As
a student and later faculty member at the University of Chicago, Lasswell came under the influence
there of Charles E. Merriam—a leading figure in American political science—and, by the 1930s,
Lasswell was to emerge as the outstanding representative of the Chicago school of political science.
Despite its disciplinary base, the Chicago school was highly interdisciplinary and, responding to
both philosophical pragmatism and political progressivism, focused on the identification and solu-
tion of practical social problems. This practical focus did not mean a lack of theoretical concern.
Especially in the case of Lasswell, there was indeed serious attention to theoretical questions. As a
consequence, his conception of the policy orientation was both original and sophisticated.

Context was a chief theoretical and practical concern for Lasswell, and the aim of this chapter
is to understand that focus while placing Lasswell himself in context. The policy orientation was
Lasswell’s proposed solution to what Dewey had, in the 1920s, formulated as “the problem of the
public” in regard to the potential of developing an intelligent, democratic civilization (1984, 365).
The policy orientation thus takes on a key historical role for Lasswell, as he emphasizes with his
argument that “developmental constructs” are of central significance to the contextual focus of in-
quiry (1971a, 67-69). As we shall see, Lasswell’s idea of using developmental constructs to orient
inquiry in the context of historical change is profoundly indebted to a view of history advanced in
Marxian theory. Lasswell, however, also signals a clear departure from Marx not only by identify-
ing quite a different historical hero, but also by stressing that inquiry and action in the face of an
indeterminate future have a necessarily speculative character.

The protagonist in the story Lasswell tells is a critically enlightened policy profession devoted
to the cause of democracy. Lasswell portrays the emergence of a policy orientation in the social
sciences as an historical development of major importance, and—by drawing attention to it and
encouraging it—he seeks to give it shape and direction. However, his promotion of the policy

15



16 Handbook of Public Policy Analysis

orientation emerged from a context in which liberal democracy, having been severely challenged
by the anti-democratic forces of Fascism and Bolshevism, could easily seem the only viable form
of democracy.

Discussions of policy professionalism and democracy have since Lasswell’s time taken on a
different tenor, rendering dubious his confidence in advancing the “policy sciences of democracy”
(1951b). Not only have the apparent technocratic implications of that phrase become widely suspect,
but democracy itself is being rethought along discursive—or deliberative—lines (e.g., Dryzek, 2000).
The image of discursive democracy envisions vital public discourses playing a significant role in
shaping the policy domain. At the same time, critical approaches to policy inquiry have emerged
to reinforce connections between policy discourse and public discourse (e.g., Forester, ed., 1985;
Fischer and Forester, eds., 1993; Hajer and Wagenaar, eds., 2003). Although these approaches often
owe clear conceptual debts to Lasswell, they also anticipate democratic developments in the policy
orientation that would prove unsettling to his position.

THE EMERGENCE OF THE POLICY ORIENTATION

The story that Lasswell tells is in a broad sense a version of the story of modern progress, and his
promotion of a policy sciences profession certainly has something in common with nineteenth
century positivism and its anticipation of governance by a “priesthood” of experts (Aaron, 1969,
ch. 2). There is, however, a paradox in this connection. By the time Lasswell was to promote his
proposal for a policy orientation, there was already a distinctly technocratic tone to the policy field,
one troubling enough for him that he registered a clear objection.

Lasswell was displeased by the common image of policy-analytic work as mere tinkering to
adjust the operations of an existing mechanism. “Running through much of the modern work that
is being done on the decision process,” Lasswell complained, “is the desire to abolish discretion
on the part of the chooser and to substitute an automatic machine-like routine” (1955, 387). He
especially took exception to the formalism of rational decision-making models guided by game
theory: “In effect the player becomes a computing machine operating with ‘built-in’ rules in order
to maximize built-in preferences” (1955, 387). Against this “preference for automation,” Lasswell
endorsed a “preference for creativity” (1955, 389). His proposal for the policy orientation thus in-
cludes a distinctly critical note (cf. Tribe, 1972). To grasp the significance of this critical element,
the main sources of his approach need attention.

On the central role of pragmatism, he was quite explicit: “The policy sciences are a contem-
porary adaptation of the general approach to public policy that was recommended by John Dewey
and his colleagues in the development of American pragmatism” (1971a, xiii—xiv). During the early
twentieth century, pragmatism signalled a break with formalism—with an intellectual propensity to
take at face value culturally established categories and frames of reference (see Torgerson, 1992).
Although tending to share the embrace of science characteristic of the progressive era, pragmatism
also recognized science as a thoroughly human and fallible institution. Scientific knowledge could
prove itself useful for human purposes, but it could not provide any certain foundation for a “reli-
gion of humanity,” as nineteenth century positivism had imagined (Aaron, 1969, ch. 2; Torgerson,
1992).

In a pragmatist vein, Lasswell portrayed the social process as ultimately a seamless fabric,
indicating that the identification of seams for the purpose of research pertained to “the context of
culture” (1971a, 17-8). The perspective of a participant in a cultural context was the point of de-
parture for conceptualization and observation; inquiry involved a continuous, interwoven process of
participant-observation (1971a, 3, 58, 74-75). As Lasswell developed a framework for the conduct
of inquiry, he thus proposed mapping the social process and the policy process in terms of categories
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and symbols drawn from a cultural context, and his framework came with no more guarantee than
that it appeared helpful in this context.

Disavowing any claim to absolutely valid categories, Lasswell leaves everything open, in
principle, to question and revision. What, then, might sustain confidence in his approach? If his
categories and procedures are simply elements in a cultural envelope folding back upon itself, does
inquiry not remain within its limitations? What Lasswell does is to focus upon inquiry itself as a
process that, even though a seam within a cultural fabric, possesses a unique significance. Inquiry
has a special status within culture. This is because of the reflexive capacity of inquiry, its peculiar
capacity to turn back upon itself and, in doing so, to alter the very culture that envelops it.

Already in his first book, Lasswell had recognized a key principle for inquiry: “We must, as
part of our study, expose ourselves to ourselves” (Atkins and Lasswell, 1924, 7). Reflexive insight
into self and context holds a central place in Lasswell’s proposed policy orientation. In elaborating
the reflexive character of inquiry, Lasswell looked beyond pragmatism to two key figures, Freud
and Marx. In Freudian psychoanalysis and the Marxian critique of ideology, Lasswell saw a point of
methodological convergence necessary in mapping the context of inquiry. Insight provided a means
for breaking through both psychopathological and ideological constraints on inquiry.

Lasswell repeats the story of modern progress, but in a version that departs from the conventional
storyline. For he introduces a standpoint of critical reflection able to expose psychopathological and
ideological features of the modern world. Lasswell’s critical posture leads him to question specific
elements of modernity, but not to dismiss its promise. Modernity, in his view, is an incomplete proj-
ect that comes with no guarantee of a happy ending. The path of modern development conceivably
leads in a desirable direction, but quite undesirable outcomes are also distinct prospects. No longer
is it possible, on this account, to naively rely upon the positivist notion of the inevitable progress
of humanity to an orderly industrial civilization. In Lasswell, the smooth, dynamic exterior of the
modern world at times appears as a front for irrational forces, the constraints and threats of which
pose a problem that can potentially be resolved only if consciously recognized (see Torgerson. 1990).
A fixation on machine-like routines would not be part of the solution, but central to the problem. In
Lasswell’s narrative of the policy orientation, the policy professional clearly emerges as the hero of
the story. Yet crucial to the story is how this hero is to become self-aware in the context of a larger
pattern of historical development.>

WORLD REVOLUTION AND THE POLICY ORIENTATION

Lasswell portrays the emergence of the policy orientation as a major event in world history, elabo-
rating his conception in a manner parallel with, and in contradistinction to, the Marxian vision of
a world revolution brought about through the agency of the proletariat. The policy orientation, on
Lasswell’s account, is part of a development that is “distinctive” of his times: “the rise to power of the
intellectual class.” The world, he argues, is in the midst of a “permanent revolution of modernizing
intellectuals™: a crucial role for intellectuals is inescapable, in his view, because of the problems
presented by “the complexities of large-scale modern civilization” (1968, 185; cf. 1965b).

The increasing importance of intellectuals comes, in his view, with both promise and threat. Intel-
lectuals could simply form part of oligarchic and bureaucratic structures operating for the benefit of the
few at the cost of the oppression and indignity of the many. A policy profession devoted to democracy
would depend on a critical stance toward context, and crucial to this posture would be a questioning of
the obvious. Although the examination of a familiar world might seem to promise little in the way of
interesting results, Lasswell emphasizes the importance of what is not readily apparent—The world
about us is much richer in meanings than we consciously see” (1977, 36) —and he offers a striking
exaggeration, “to put the truth paradoxically”: “The whole aim of the scientific student of society is to
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make the obvious unescapable...” (1977, 250). The emergence of a critically oriented policy profession
would, in Lasswell’s view, count among those developments in intellectual life that have promoted
““breakthroughs’ . ..in the decision processes of history” (1958b, 190).

When first advancing the importance of a critical orientation to context, Lasswell in the mid-
1930s explicitly invokes a central text of Marxian theory—first published in the early 1920s—the
“exposition of the dialectical method” in Georg Lukdcs’s History and Class Consciousness (Lasswell,
1965a, 18n; cf. Lukdcs, 1971). What Lasswell proposes is a reflexive project that recapitulates much
of the form, if not the content, of Lukdcs’s critique of capitalism. Especially significant is Lasswell’s
accent on grasping the whole both as an objective configuration and as a site of action. It is thus that
Lasswell recommends “an act of creative orientation” allowing inquirers to locate themselves in an
“all-encompassing totality” (1965a, 12). A comprehension of the whole is not to be gained by objec-
tive analysis alone, but also requires an active posture in regard to the field of social relationships. No
such comprehension can, in principle, ultimately be completed. Inquiry not only is an open-ended
process, but is itself part of the pattern of historical development through which the overall totality is
constituted—part of an emerging process that remains always open to change.

Lasswell, of course, does not invoke the standpoint of the proletarian class or of revolutionary
theory inspired by it. He is also highly suspicious, on methodological grounds, of any Marxian account
of future historical development that suggests inevitability rather than emphasizing indeterminacy. In
stressing the world historical rise of intellectuals, Lasswell replaces the proletarian class and revolu-
tionary theory with a critically informed policy profession. His move here bears a similarity to Karl
Mannheim’s (1936) claim that modern intellectuals have a significant capacity to free themselves
from ideological constraints. At the same time, Lasswell’s move is subject to the same suspicion that
critics influenced by Lukdcs have cast upon Mannheim’s claim: that it is oblivious to the full force of
dominant interests and, as such, is part of the ideological constraints helping to constitute and reinforce
that power (e.g., Adorno, 1967).

What is nonetheless striking in Lasswell is the manner in which he proposes a deliberate project
to overcome irrational constraints. The aim of the project is to gain insight into what Lasswell’s terms
the “self-in-context” (1971a, 155). By this term, Lasswell understands the self in terms of both world
history and depth psychology. Indeed, psychoanalytic insight offers a complement to the Marxian dia-
lectic to help in grasping “the symbolic aspects of historical development” (1965a, 19). In Lasswell’s
conception, insight discloses to a person features of the self-in-context that are “ordinarily excluded
from the focus of full waking attention by smooth working mechanisms of ‘resistance’ and ‘repres-
sion’” (1958a, 97). It is through such insight that one lessens the constraint of “anxieties” that inhibit
inquiry (1958a, 97; cf. 1977, ch. 3).

By seeking to reduce constraints on inquiry, Lasswell aims to enhance rationality. Well aware
that no narrow rationalism is capable of this task, Lasswell invokes the psychoanalytic technique of
free-fantasy as necessary to overcome both “self-deception” and the bounds of logical thought (1977,
36-37). What he takes from psychoanalysis is the lesson that “logic” is not only insufficient to rational
inquiry, but is by itself a constraint. The constraint of the logical must be relaxed in order to gain insight
into what is obvious, even though normally obscure. “The mind,” he argues, “is a fit instrument for
reality testing when both blades are sharpened—those of logic and free-fantasy” (1977, 37). Insight
into the self-in-context brings into focus surreptitious forces, thereby denying them their hidden and
“privileged position” (1951a, 524).

Although Lasswell’s touchstone here is psychoanalysis, he introduces a qualification that is of key
significance in focusing inquiry: “Traditional psychoanalysis laid so much emphasis on the ‘deeper’
motivations that it failed to provide for proportionate, contextual insight into social reality at differ-
ent levels.” What Lasswell suggests is that psychoanalytic technique be adapted to a broader “reality
critique,” so as to increase individual and collective awareness of the overall institutional context
(1971a, 158; cf. 1976, 168).
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Reaching intellectual maturity in the period following the First World War, Lasswell is hopeful
that a civilization guided by intelligence can overcome the grim realities and irrationalities of the post-
war world. He is impressed by the potential of emerging technology and social planning not only to
alleviate wants, anxieties, and hostilities, but also to thereby provide leisure conducive to intellectual
and aesthetic creativity. Yet this promise of an intelligent civilization comes with no guarantee. This is
so especially in Europe, which had long fascinated Lasswell from afar and which he directly encounters
through a series of extended visits during the 1920s (see Torgerson, 1987, 1990). There the post-war
scene of the early 1920s presents a frightful panorama of irrationalities—antagonism, vindictiveness,
brutalizing scarcity—suggesting the distinct prospect that the potential for an intelligent civilization
will be eclipsed by criminality and violence. Even in America, the hopes that progressivism had pinned
on the advance of science and democracy are dimmed by the advent of professionalized propaganda
capable of targeting and manipulating a mass society.

Itis in the wake of the First World War that propaganda emerges as a perplexing problem. Shaped
in his outlook by progressivism and concerned that the public might be “bamboozled” by propaganda
techniques (Lasswell, quoted in Torgerson, 1990, 349), Lasswell focuses on the problem in his Ph.D.
thesis, published in 1927 under the title Propaganda Technique in the World War. Propaganda, as
Lasswell describes it (1971b, 221-222; cf. 1928), involves “the management of opinions and at-
titudes by the direct manipulation of social suggestion”’; but with an increasingly educated populace,
propaganda is also “a concession to the rationality of the modern world.” For, with its pretensions to
being a “rational epoch,” modernity thrives on “argument” and prefers “decorum and the trappery of
intelligence.” The rise of propaganda makes it possible to envision the dystopian prospect of an ap-
parently democratic society being governed by “an unseen engineer’” (as he quotes an earlier writer).
Lasswell’s point in studying propaganda, howeyver, is to render this prospect impossible by bringing
“much into the open that is obscure.”

Lasswell’s effort to promote a critically informed policy profession can thus be read, in large
part, as a response to the increasing significance of professional propagandists, who depend upon the
rationality of the modern world, yet also undermine it through systematic efforts to mobilize the ir-
rationalities of psychopathology and ideology. Through their critical orientation, the policy sciences
promise intelligence capable of leading modern civilization away from an irrational path. This task
requires not routine thinking, but reflexivity and creativity. For a key “feature of the policy orientation,”
according to Lasswell, is the significance it attaches to an “act of creative imagination” that is able to
introduce an innovative policy “into the historical process” (1951b, 12).

THE TASK OF CONTEXTUAL MAPPING

In promoting the policy orientation, Lasswell developed a conceptual framework that was designed
for a project of “mapping” the policy process in relation to the larger social process (see Brun-
ner, 1991). His often terse specification of the elements of this framework—an enumeration of
professional tasks and values together with sequential phases of decision making—gives a surface
appearance that hardly distinguishes his framework from the standard check lists that now abound
in conventional policy textbooks. This superficial impression is quickly belied, however, by the
substance of his proposal and its most distinguishing feature, the principle of “contextuality”
(Lasswell, 1971a, ch. 2).

The mapping of the policy process in connection with the social process involves a deliberate
task of mapping self-in-context whereby inquirers orient themselves to the overarching context in
which they are located—and of which they and their work are a part. Lasswell’s proposal for the
policy orientation thus crucially depends upon a project of contextual mapping and orientation. “It
is...impossible,” Lasswell maintains, “for anyone to escape an implicit map of the self-in-context”
(1971a, 155). A common practical feature of social life, the mapping of context poses a particular



20 Handbook of Public Policy Analysis

problem for professional inquirers because they must render the map explicit as part of a sustained
effort to refine their orientation to context.

The inquirer is not a detached observer, but “a participant observer of events who tries to see things
as they are” (Lasswell, 1971a, 3; cf. 58, 74-75), an actor trying to make sense of self and world. As
one who is never entirely separate from the process nor ever entirely absorbed by it, the inquirer must
crucially possess the flexibility of one able to engage as well as disengage; of one who, taking noth-
ing as finally fixed, grasps how the emerging patterns of the process influence—and are reciprocally
influenced by—the actors within it (Lasswell, 1965a, 4-6, 16-17, ch. 2). Yet as an actor, the inquirer
does not simply map self-in-context so as to gain an orientation to an immediate domain of action. A
bigger picture, a “total configuration” (1965a, 19), is also of pressing relevance. Hence, even though
one is concerned with specifics, one is at the same time aware that “subtle ties bind every part to the
whole” (1971a, 2).

This emphasis on the whole does not mean that the project of contextual orientation ever comes
to rest in a final conclusion. Always unfinished, the project develops through one’s continuing effort
to come to grips with a vast, complex, and at times bewildering world. Although a complete grasp of
the whole is, in a sense, continuously presupposed in the course of any inquiry, the whole can never be
directly apprehended once and for all. An understanding of the whole is constructed, rather, through
meticulous work, disciplined and refined in a continuing search for relevant evidence. “The mean-
ing of any detail depends,” moreover, “upon its relation to the whole context of which it is a part”
(Lasswell, 1976, 218). The whole, then, can never be seized as a final conclusion because it remains
an inexhaustible context enveloping the process of inquiry.

Not only is the context inexhaustible in its scope and complexity; it is also constantly changing.
The inquirer shifts between focusing on an overall configuration as something stabilized in form at
a particular moment and as a pattern that changes in an historical process (1965a, 4-5). Contextual
orientation, in other words, turns on a “principle of temporality” (Lasswell and Kaplan, 1950, xiv).
Within a changing context, the inquirer seeking improved contextual orientation must examine history
in order to consciously elaborate developmental constructs (cf. Eulau, 1958).

A developmental construct draws upon evidence of historical trends and conditions, formulating
the image of a future that can be anticipated, but not predicted. Although aiming for “nothing less than
correct orientation in the continuum which embraces past, present, and future” (Lasswell, 1965a, 4),
the image of development that the inquirer constructs is unavoidably tentative, open-ended, and subject
to revision. Uncertainty is inescapable because future events remain matters that “are partly probable
and partly chance” (1971a, 11). As a model, a developmental construct is “speculative” (Lasswell
and Kaplan, 1950, xxiii); based in concrete evidence, but necessarily going beyond it, the model is an
imaginative creation.

Nonetheless, imagination is not to run counter to the evidence, and Lasswell thus sharply differenti-
ates between developmental constructs that are deemed probable and ones that are thought preferable.
Although it is necessary to set out preferable paths of historical development when determining the
possibility and plausibility of different courses of action, Lasswell insists upon distinguishing clearly
between wishful thinking and what we expect to actually happen (1971a, 68). Elaborated in the course
of unfolding events, a developmental construct is disciplined, in particular, by the “crucial test” of
emerging events and is subject to revision as potentialities of the future become “actualized in the past
and present of participant observers” (1965a, 13).

There is, however, a significant twist in Lasswell’s argument that complicates the otherwise clear
distinction between developmental constructs as being either probable or simply preferable. For the
elaboration of a developmental construct is itself an historical event and, by changing how people see
themselves and direct their actions, has a capacity to shape future potentialities. Alluding to notions
of self-fulfilling and self-denying prophecies, Lasswell formulates the point in this way: “The act of
considering the shape of things to come is itself an event that is not without effect on the ensuing events”
(1980, 518). Simply by focusing attention on a future prospect as a goal, a developmental construct
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can, in principle, make it more likely. Indeed, Lasswell’s very conception of the policy orientation as
an emerging historical phenomenon involves the promotion of such a future goal.

POLICY PROFESSIONALISM

Lasswell’s promotion of the policy orientation emerged from explicit plans he formulated during
the 1940s while a policy advisor in Washington during World War II (Goldsen, 1979; cf. Lasswell,
1943a, 1943b, 1941c). However, these formulations were themselves refinements of ideas that were
a part of his thinking in the mid-1920s when, in the midst of European chaos following World War
I, he identified a potential for intellectual leadership to guide an intelligent civilization. Noting am-
bivalent tendencies in modernity, he could perceive the potential for a rationally ordered society that
would combine technological advancement with intelligent communication and artistic cultivation.
Yet, for Lasswell, this potential remained haunted by the distinct possibility of its opposite, a world
of violence and scarcity, of psychopathology and propaganda (see Torgerson, 1990).

As Lasswell comes to promote the policy orientation, he explicitly locates his conception within
an elaboration of developmental constructs. What he takes as given is the historical rise of intellectuals.
His call for a clear policy orientation in the social sciences is a call to focus on this historical develop-
ment and to shape it. For, regarding the advent of intellectuals with some ambivalence, he emphasizes
as a “fundamental issue” the question of democracy versus oligarchy: “whether the overriding aim of
policy should be the realization of the human dignity of the many, or the dignity of the few (and the
indignity of the many)” (1971a, 41).

Although Lasswell endorses a policy profession devoted to democracy, he readily envisions—es-
pecially with rise of specialists on violence—the possibility of a profession devoted to oligarchy (1968,
186; 1971a, 43; cf. 1941b). In his principal attempt to elaborate concrete developmental constructs,
indeed, Lasswell draws attention to two sharply divergent possible futures: (1) a democratic common-
wealth, and (2) a “garrison-police state” (1965b, 37; cf. 1941b). A “democratically oriented policy
science” (1951b, 11) appears, for Lasswell, to be necessary both to attain a commonwealth of general
human dignity and to avert the “threatened...regimentation of a garrison-police state,” which—in
a provocatively dystopian formulation—he conceives as “a world concentration camp” (1976, 222;
cf. 1958b, 197). “If we are in the midst of a permanent revolution of modernizing intellectuals,” he
argues, “the succeeding phase obviously depends in no small degree on perfecting the policy sciences
that aid in forestalling the unspeakable contingencies latent in tendencies already more than faintly
discernable” (1965b, 96).

Commitment to a policy science of democracy is, according to Lasswell, not to be derived from
any abstract, transcendent principle. Nonetheless, he indicates that there is something about inquiry
itself that tends to foster professional commitment to democracy. In a pragmatist gesture, Lasswell
stresses the process of inquiry as itself being valuable. The upshot of this, for Lasswell, is that the
process of contextual mapping is itself of indispensable value to the policy orientation. Without seek-
ing to ground professional commitment to democracy in a principle external to the process of inquiry,
Lasswell finds it hard to see how someone committed to the contextual principle of inquiry could avoid
a commitment as well to a democratic commonwealth (1968, 182).

The policy scientist, by Lasswell’s conception, has an orientation distinguished by a “principal
value goal”: “enlightenment about the policy process and its interaction with the social context...”
(1974, 181). For Lasswell, consistent commitment to this goal is a matter of principle for inquiry. In
actual situations, such a commitment is typically subject to pressures undermining it. To be sustained,
it requires vigilance counteracting “the threats and temptations of power” (1974, 177). The policy
profession is faced with the task of creating a space where distorting pressures can be effectively re-
sisted: no relevant information can be withheld, and unconventional insights are not only to be heard,
but deliberately encouraged. Those engaged in a common project of inquiry demand openness from
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themselves and others (1971a, 3). As portrayed by Lasswell, the policy professional depends upon both
collective support and a “life-long cultivation of the...potential for rationality” (1958a, 97).

The obvious pressures arising from a context of power are only part of the problem. Basic to
the whole enterprise are matters of personal and collective identity. The identity of a person is bound
to collective identity through a symbolic medium—through “myth and ideology” (Lasswell, 1958b,
168, 31, 214; cf. Lasswell and Kaplan, 1950, ch. 6)—and, once they are formed, collective symbols of
identity exhibit a remarkable persistence (1958b, 169). However, a collective project of inquiry requires
that conventional symbols not be taken for granted, but questioned as part of an effort to develop a
“distinctive” professional identify (1971a, 120): “Do we not...discover among social scientists some
unwillingness to give prominence to hypotheses that may be widely interpreted as inconsistent with
prevailing ideology?” By posing this rhetorical question (1961, 112), Lasswell draws attention to ir-
rationalities that pose barriers to inquiry, a problem that leads him to seek “procedures” able to make
“the mind.. . fit for rational clarity” (1958a, 90).

A deliberate project of contextual mapping is needed to expose irrationalities and thereby di-
minish the distortions they might work on the process of inquiry: “The enlightened person is aware
of his assumptions about the past, present, and future of himself, his cultural environment, and his
natural environment. Our recommended goal is to provide undogmatic access to inclusive versions of
reality, so that the chances are increased that the individual will use his own capacities of imagination
and judgment” (Lasswell, 1971a, 155-56). This need is of decisive importance in “policy training
operations” because “the cognitive map is rarely brought deliberately or fully into the open unless
the individual is exposed to an instructional experience that rewards him by bringing the implicit
image of reality to the full focus of waking awareness” (1971a, 155). Lasswell thus stresses that the
individual inquirer depends upon an institutional context, upon “agencies of enlightenment” (1971a,
97), in order to gain educational experiences able to enhance insight into self-in-context (1971a, ch.
8) as part of the collective development of professional identity (1971a, ch. 7).}

To diminish the effect of irrational constraints on the conduct of inquiry, a project of contextual
mapping brings key formative influences to full, conscious attention. The purpose is to diminish
socio-psychological resistances—to employ “the contextual principle,” not only to counter individual
psychopathologies detrimental to inquiry, but also “to remove the ideological blinders from our
eyes” at a collective level (Lasswell, 1976, 220): “The conscious process itself may be under the
domination of repetitive compulsions which are outside the awareness of the thinker” (Lasswell,
1958a, 92). Here the point of the policy sciences is not to effect control, but to free inquiry:

Itis insufficiently acknowledged that the role of scientific work in human relations is free-
dom rather than prediction. By freedom is meant the bringing into the focus of awareness
of some feature of the personality which has hitherto operated as a determining factor
upon the choices made by the individual, but which has been operating unconsciously.
Once elevated to the full focus of waking consciousness, the factor which has been op-
erating “automatically and compulsively” is no longer in this privileged position. The
individual is now free to take the factor into consideration in the making of future choices.
(Lasswell, 1951a, 524)

Freeing inquiry from psychopathological and ideological constraints is possible because any ordering
of social relationships depends upon “meanings” that are, as Lasswell puts it, “subject to change
with notice (with insight)”; it is the force of “insight” and “awareness” that provides for changes
in “the current meaning” and, indeed, the “context” of action (1965b, 33-34). Following Freud’s
affirmation of “the efficacy of insight,” Lasswell maintains that scientific conclusions about “hu-
man interactions” should be placed in “a special category” precisely because they “may produce
insight,” thus modifying “future events” and “changing the scientifically established relationships
themselves” (1956, 114-15)
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Lasswell’s conception of the policy orientation ultimately depends upon the efficacy of such
insight. The contextual mapping of policy professionals involves “a quest for identity” through which
individuals “loosen the bounds of the culture into which they are born by becoming aware of it...”
(Lasswell, 1958b, 194). The process is one that both breaks the hold of “current stereotypes” and
creates new “key symbols of identity” (1958, 193). Policy professionalism thus develops through the
deliberate testing and fashioning of personal and collective identities.

THE POLICY ORIENTATION AND THE PUBLIC

When John Dewey published The Public and Its Problems in 1927, he was responding to significant
doubts about the democratic capacity of the public that had arisen among fellow progressives in the
wake of the First World War. The honeymoon of the progressive marriage of science and democracy
came to an abrupt end in light of the effectiveness of wartime propaganda in manipulating mass
society. The crucial figure in underscoring the shortcomings of public opinion was Walter Lippmann
(1965), who concluded that an enlightened elite of experts was needed to avoid irrationality in modern
society. In a direct response to Lippmann, Dewey agreed that experts were important, but explicitly
insisted on the greater importance of enlightening the public: “The enlightenment of public opinion
still seems to me to have priority over the enlightenment of officials and directors™ (1983, 344).

In The Public and Its Problems, Dewey warned of an oligarchy of experts and identified the central
problem for the public as that of that of creating conditions of communication in which the citizenry
could be enlightened through discourse: “The essential need...is the improvement of the methods
and conditions of debate, discussion and persuasion. That is the problem of the public” (1984, 365).
Recognizing the substantial difficulty posed by propaganda, Dewey indicated that solving “the problem
of the public” would require an expertise in propaganda sufficient to counteract its influence.

By the mid-1920s, Lasswell was establishing himself as the leading scholarly expert on propa-
ganda, and he saw irrationality among the public as linked to the problem of the irrationality of experts.
In the 1930s, he called for improvements in “the methods and the education of social administrators
and social scientists” (1977, 203) as being of key importance in developing a “politics of prevention”
(1977, ch. 10) capable of reducing the social tensions that exacerbate irrationalities in society. In the
context of such irrationalities, he feared, politics typically becomes a projection of irrational impulses
that intensifies problems rather than resolving them.

Lasswell’s case for a preventative politics is based on the concern that “the public may be dis-
solved into a crowd” (1977, 192). He takes it as characteristic of democracy that policy be determined
significantly more by “discussion” than by “coercion” (1977, 192). In the midst of psychopathological
projections of private motives onto public concerns, he is doubtful of the potential of “belligerent cru-
sades to change the world” (1977, 94). He also is dubious about the contention of democratic theorists
that “social harmony depends upon discussion,” particularly discussion that formally involves all who
are affected by a policy issue (1977, 196). Of what, then, is the “politics of prevention” to consist? “In
some measure it will proceed by encouraging discussion among all those who are affected by social
policy, but this will be no iron-clad rule. In some measure it will proceed by improving the machinery
of settling disputes, but this will be subordinated to a comprehensive program, and no longer treated
as an especially desirable mode of handling the situation” (1977, 197). Lasswell is vague on how such
a comprehensive program is to be instituted in the face of powers resistant to it, but it is clear that he
sees a power in rationality itself, in the discovery of a truth: “Our problem is to be ruled by the truth
about the conditions of harmonious human relations, and the discovery of the truth is the object of
specialized research...” (1977, 197). Knowledge develops and spreads throughout society, he suggests,
while advancing a formulation that a Marxian critic might brand as a kind of idealism: “The politics
of prevention does not depend upon a series of changes in the organization of government. It depends
upon a reorientation in the minds of those who think about society...” (1977, 198; cf. 203).
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Lasswell’s manifest concern here is less to enlighten the population than to immunize it. During
a time when he sees the forces of Fascism and Bolshevism mounting clear threats, he wants to protect
the future of liberal democracy from the anti-democratic potentials of an irrational mass society. In this
context, he even endorses propaganda in the cause of democracy. His politics of prevention would be
the project of a psychoanalytically enlightened elite of “political psychiatrists” (1965a, 19-20, 181).
Here Lasswell formulates the most technocratic version of his position (cf. Horwitz, 1962; Bachrach,
1967, ch 5).

Inclined more toward Dewey than Lippmann, however, Lasswell does not accept disillusionment
with public opinion. Indeed, in the early 1940s, he looks back to his European travels of the 1920s
and recalls antidemocratic dismissals, during that period, of liberal democratic institutions, such as
open public discourse and parliamentary assemblies. Proclaiming in the title of a book the potential
of Democracy through Public Opinion, he maintains that what democracy needs is “a new way to
talk” (1941a, ch. 7): a mode of informed public discourse that is resistant to the irrationality of propa-
ganda. This potential can be realized if the professional adopts the role of “clarifier” in educating and
enlightening public opinion (1941a, §9).

Realizing this potential is the task that Lasswell (1951b) assigns to the policy sciences of democ-
racy following World War II. Policy professionals are to oppose oligarchy through a commitment to
widespread participation in the “shaping and sharing” of power (1971a, 44—48): “The aim,” as Lasswell
puts it, “is to subordinate the particular interests of a profession to the discovery and encouragement
of public interest. This implies direct community participation as well as client service” (1971a, 119).
The profession is thus devoted to the “encouragement of continuous general participation” (1971a,
117).

The policy profession stands in an educative role with regard to the public, addressing the prob-
lem of the public—as Dewey conceived it—by fostering conditions that would diminish forces of
irrationality while eliciting and developing the potential of the populace for involvement in intelligent
communication: ‘“The contemporary policy scientist perceives himself. .. as a specialist in eliciting and
giving effect to all the rationality of which individuals and groups are capable at any given time” (1971a,
120). Lasswell saw such development of the public as a way of encouraging democracy in a complex
society reliant upon specialist knowledge. Indeed, he believed that democracy would be reinforced
if the provision were made to give “everyone who is involved in a public controversy an expert who
can say whatever there is to say on his behalf.” The effect, he hoped, would be to “serve rationality”
by bringing “to the focus of attention” matters that might otherwise be neglected in the policy process
(1971a, 121). Arguing that critical insight should extend beyond the policy profession, he advocated
“the dissemination of insight on a vast scale to the adult population” (1976, 196). Practiced in the
context of a critically enlightened public, politics could become something other than a projection by
individuals of their psychological problems onto public issues, as Lasswell had conceived it in 1930
in his Psychopathology and Politics (Lasswell, 1970). Political participation could, indeed, become
part of the development of a ““democratic character” (Lasswell, 1951a; 1976, ch. 7).

Yet, contrary to Lasswell’s hopes for the policy orientation, the actual tendency has been the
development of a professional identity marked by institutional allegiances to a sphere of organiza-
tions—that primarily of state agencies and large private corporations—that tends to reinforce tenden-
cies toward oligarchy and bureaucratism. This observation would not have shocked Lasswell, who
once noted that the effect of “professional training” was typically one of promoting “self deception
rather than self analysis™ (1977, 37). Alert to “pitfalls,” he anticipated the failure of “many initiatives”
(1971a, 132). He knew that intellectuals must learn “the conditions of survival in the arenas of power”
(1971a, 125) as they “find themselves caught in a net of interlocking interest” (1965b, 91). Despite
these problems, Lasswell (1970b) insisted upon the importance of developing a professional identity
that would offer institutional protection against irrationalities wrought by political power. A commit-
ment to inquiry was “no private act” (1974, 183) and, as he had learned from pragmatism, depended
upon a community of inquirers.
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Lasswell’s account of the policy orientation thus culminates in a paradox. He announces a world
revolution of intellectuals whose task it is to lead society away from irrationality and toward an intel-
ligent democratic civilization. However, the policy profession that Lasswell portrays as the agent of
historical change is—as he himself clearly recognizes—liable to be entrapped by the very oligarchical
and bureaucratic forces that should be opposed in the name of democracy. Still, on its own grounds,
there is a plausible rationale to Lasswell’s proposal, for he believes that intellectuals are going to be
important whatever course history might take. Thus the orientation of intellectuals is bound to be
important.

Lasswell’s view of history focused perhaps too much on the prospect of an apocalyptic con-
frontation between forces of coercive oligarchy and liberal democracy for him to adequately grasp
the dangers of more subtle kinds of oligarchy, particularly ones that operate surreptitiously through
a technocratic idiom. The notion of the professional, for Lasswell, involves critical enlightenment,
unwavering integrity, and courageous devotion to public service. However, in a context dominated by
technocratic discourse, how can professionalism develop and sustain an adequately critical focus on
the mystique of professionalism?

By Lasswell’s account, the policy orientation appears in the singular, manifest as the development
of a single profession with a distinctive identity. But is policy professionalism here not pictured too
much as a discrete, cohesive entity? What is needed, perhaps, is to focus on the diversity of the range
of policy-relevant inquiries, rather than trying to place them all under one heading. Indeed, when we
examine concretely the relationships among various intellectual orientations and specific political
interests, the beguiling images of calm technocratic discourse give way to the recognition of a politics
of expertise, in which experts contend with one another (Fischer, 1990).

Lasswell did not want a policy orientation fractured along political lines. He insisted, rather, on
a community of inquirers as a coherent collective enterprise capable of guiding the development of
an intelligent civilization. As he witnessed the post-war chaos of European civilization in the early
1920s, Lasswell believed that intellectuals were capable of developing a consensual orientation for
this purpose (Torgerson, 1987, 11-17, 20-27). Since that time, he supposed that inquiry could issue
in a shared professional orientation through which the public could be enlightened. Central to his own
effort was the development of a framework for policy professionals that would identify key symbols
able to adequately guide the focus of attention in policy inquiry. He did not claim, however, that his
framework was the only one possible, allowing that it was “one of many possible approaches to the
policy sciences” (1971, xiv). Indeed, at the end of his career, he made a notable shift away from the
notion that a single consensual map might guide policy professionals and the public. As he faced bla-
tant differences among professionals, he allowed for a plurality of maps by suggesting that the public
should be systematically exposed to alternative perspectives (1979, 63).

Exhibiting no narrow rationalism, Lasswell focuses on the importance of an enlightened public
for an intelligent, democratic civilization. In the end, nonetheless, his account of the policy orienta-
tion not only recapitulates the old rationalist pattern of reason ruling the passions, but also repeats the
gesture of making a rational elite the hero of the story. Despite Lasswell’s pragmatism and careful
democratic qualifications, it can be said with little exaggeration that the basic image is one of reason on
top, calming and ordering a mass of unruly impulses below. The centrality of this image in Lasswell’s
account can readily be recognized by contrasting it with the inverse image to be found in Lukdacs’s
Marxian conception. There the very possibility of critical insight arises from the social position of the
subordinate class. What Lukécs saw as a source of critical insight, Lasswell views as a site of irrational
impulses that are prone to propagandistic manipulation.

As its direct significance declined in the late twentieth century, the Marxian perspective came to
inspire post-Marxian strategies seeking the democratization of advanced industrial societies. In these
strategies, a fixation on the agency of one class-based social movement gave way to a recognition of
the diversity of new social movements. Bringing strikingly unconventional perspectives to political
discourse, moreover, these movements came to fashion themselves as publics (see, e.g., Angus, 2003).



26 Handbook of Public Policy Analysis

At the same time, the impetus toward a radically democratic transformation of society was attenuated
by a concern with immediate reform and the consequent adoption of policy orientations. The emerging
publics were not enlightened from above or supplied with experts of the kind envisioned by Lasswell.
Instead, these publics found themselves in ambivalent positions, creating critical distances between
themselves and the official institutions dominating policy processes while—at the same time—seek-
ing to intervene in policy deliberations (Torgerson, 2003, 1999). The publics of a diverse civil society
thus found their own voices and shaped their own experts, ones knowledgeable about specific policy
matters and able to engage in the politics of expertise (Fischer, 1992).

Challenging Lasswell’s account of the policy orientation, these developments minimally suggest
a need for revisions. The story now becomes more complicated, as Lasswell seems to have partly
anticipated with his late allowance for a diversity of professional perspectives. No longer do we have
a story of the policy orientation of professionals, who are housed within established institutions while
paradoxically working to critically enlighten themselves and the public. Rather, we have a story of a
plurality of policy orientations based not only in established institutions, but also in diverse publics
of civil society. There are still professionals in this story, but their privileged position as agents of
an intelligent civilization is at least partially displaced. If professionals are to promote democratiza-
tion, they cannot simply retain secure positions in connection with state agencies and other powerful
organizations, but must seek critical distances from them, taking as a point of reference the multiple
publics whose voices now enter into the domain of policy discourse.

NOTES

1. This essay draws upon the results of previous treatments of Lasswell (see Torgerson, 1985, 1987, 1990,
1992, 1995).

2. Lasswell’s own promotion of a critically reflexive policy profession itself becomes part of the story he
tells, though this is not the place to fully discuss the implications that the narrative form of the policy
orientation might have for the study of policy discourse.

3. On specific recommendations by Lasswell for an educational program (e.g., insight training, devil’s
advocacy, continuous decision seminars), see Torgerson (1985, 247).
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3 Public Policy, Social Science,
and the State:
An Historical Perspective

Peter Wagner

The idea of developing social knowledge for the purpose of social betterment took the form in
which we still know it today during the Enlightenment. In many respects, the American and French
revolutions were a culmination of that development and the first large-scale “application” of modern
social and political theory. At the same time, the revolutions were often interpreted as having brought
about a social situation in which good social knowledge would permit the gradual but incessant
amelioration of social life. The ways of thinking of the social sciences were also created in that
context (Heilbron, Magnusson, and Wittrock 1998; see also Therborn 1976; Hawthorn 1976).!
The new, post-revolutionary situation altered the epistemic position for the social sciences,
even though this was only gradually being acknowledged. Any attempt at understanding the social
and political world now had to deal with the basic condition of liberty; but an emphasis on liberty
alone—as in the tradition of early-modern political theorizing during the seventeenth and eighteenth
century—was insufficient to understand a social order. Thus, in the words of Edmund Burke (1993
[1790], 8-9), if “the effect of liberty to individuals is, that they may do what they please [, we] ought
to see what it will please them to do, before we risque congratulations.” It is the ambivalence of this
situation that created the demand for novel forms of social knowledge. Before those revolutions, a
policy-oriented social science had existed in many European states. But it was clearly an approach
that was serving the interests of the absolute ruler in knowing about the subjects of his principal-
ity and about the state of its resources. It was thus known as “state sciences,” but also, and even
more tellingly, as “police and cameral sciences.” In the latter term, “cameral” refers directly to the
chamber of the ruler, and the concept “police” had not yet become differentiated into what we now
refer to as the institution for the safeguarding of law and order, known as “police,” on the one hand,
and the planned intervention into the social world by a state or by an organization, known now as
“policy,” on the other. After the rise of the idea of liberty in the late-eighteenth century revolutions,
a widely held assumptions was that only “police” in its current meaning, but very little “policy” was
needed, because society would regulate itself on the basis of the free expression of the wills of the
individuals. Critics of this latter idea, such as Burke, but also Hegel and later Marx, knew that this
would not be the case, but that a new kind of public intervention based on the assumption of abstract
liberty would be required. Any long-term history of the policy orientation of the social sciences will
need to start out from this novel social-political constellation and investigate the variety of ways of
dealing with this situation. Most fundamentally, two strategies could be pursued; they were initially
separate strategies, but were combined during the twentieth century in novel ways. Aiming at finding
out what it pleased individuals to do, the emerging social sciences, on the one hand, embarked on
developing empirical research strategies to provide useful knowledge. The concern for the practical
order of the world in those social sciences translated, on the other hand, into attempts at identifying
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some theoretical order inherent in the nature of human beings and their ways of socializing, namely
the predictability and stability of human inclinations and their results.

THE USES OF THE THEORETICAL TRADITIONS

The roots of the theoretical traditions in the social sciences lie not least in this political problématique.
The concern of social scientists for the predictability of human action and the stability of the collec-
tive order entered into the four major forms of reasoning that have characterized the social sciences
through all of their two-century history. Some theorists argued that their social location determined
the orientations and actions of human beings. There are two major variants of such thinking. What
one might call a cultural theory, first, emphasized proximity of values and orientations due to a com-
mon background. The nation as a cultural-linguistic entity was then seen as a major collectivity of
belonging that gave a sense of identity to human beings in Europe; and, mutatis mutandis, cultural
anthropology translated this perspective into other parts of the world. An interest-based theory,
second, placed the accent on the similarity of socio-structural location and, thus, commonality of
interest. In this approach, which strongly shaped the discipline of sociology, social stratification
and class were the key categories determining interest and, as a derivative, action.

The third approach to discursively stabilize human activity appears as directly opposed to
culturalist and sociological thinking, in the sense described above. In individualist-rationalist
theorizing, full reign is given to the individual human beings and no social order constrains their
actions. In the tradition that reaches from political economy to neoclassical economics to rational
choice theorizing, intelligibility is here achieved by different means: Though they appear to be fully
autonomous, the individuals are endowed with rationalities such that the uncoordinated pursuit of
their interests will lead to overall societal well-being. These three kinds of reasoning make for a
very peculiar set in the sense that this latter one locates the determinant of action almost completely
inside the human being, and the former two almost completely in the outside socio-cultural world.
In the fourth approach, the behavioral-statistical one, no such assumptions are made, but attitudes
and behaviors of individuals are counted, summarized and treated with mathematical techniques
so as to discover empirical regularities. This approach can be, and has been, combined with all the
other three.

These four approaches to social life are all well established, and discussions about their strengths
and weaknesses have gone on for a long time. What is important in our observations on the uses
of the social sciences is that they have all been developed not as purely intellectual projects, but
with a view to identifying and enhancing those elements of social life that bring stability into the
social world. The rationalistic-individualistic idea that a society composed of free individuals would
maximize wealth lent itself to argue for the dismantling of barriers to action, such as in the introduc-
tion of the liberty of commerce, but occasionally also to prohibit collective action, such as in the
restrictions to form associations, be it trade unions or business cartels. The socio-economic idea of
defining the interests of human beings according to social position revealed fundamental conditions
for harmony or contradictions in society, such as in structural functionalism or in Marxism. The
connection between Durkheim’s theory of solidarity and the political ideology of solidarism in the
French Third Republic is an important instance of such use of basic modes of social theorizing. The
cultural-linguistic idea informed the understanding of the grouping together of larger collectivities;
it was at the root of the idea of the nation as the unit polity, thus of nationalism. The behavioral-
statistical approach allowed the aggregation of people into collectivities, not unlike the former two,
but it worked with less predetermined assumptions about the social bond behind the aggregation.
It flourished not least in state-organized statistical institutes aimed at monitoring the population,
but also, in particular in Britain and the United States, in private organizations interested in issues
such as poverty and deviance.
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These modes of reasoning became the intellectual basis for the formation of some of the key
disciplines of the social sciences—cultural anthropology, sociology, economics and statistics—dur-
ing a period of internal consolidation of the universities as sites of scholarly research, roughly at
the end of the nineteenth century. In our context here, though, it is more important to underline that
all the above ways of relating social theories to societal issues have also been used throughout the
twentieth century and keep being used, even though their plausibility and application varies across
space and time. Their current forms of use, however, are hardly ever pure any longer (with the
exception of neoclassical economics), but blended with forms of positive knowledge as provided
by empirical social research.

THE DEMAND FOR EMPIRICAL SOCIAL KNOWLEDGE

In parallel to the elaboration of the basic modes of social theorizing, and with very much the same
objective and ambition, attempts to increase positive knowledge about the novel social world were
increasingly made across the nineteenth century. Whereas theories tried to provide reasons why
such social world could hold together, research explored experiences of its harmonies or, more
often and more consistently, its strains and tensions. A starting point for many empirical research
endeavors was indeed the observation that the Enlightenment, or: liberal, promise of automatic
harmonization of social life was not kept (on the following see in more detail Wagner, Wittrock,
and Wollmann 1991). The wide-ranging effects of the new urban and industrial civilization that was
rapidly changing living and working conditions for ever larger parts of the populations in Europe
and America during the nineteenth century gave increasingly rise for concern. Thus, these changes,
often summarizingly referred to as “the social question” (or “the labor question”), were forcing
themselves on the agenda of parliamentary bodies, governmental commissions, and private reform-
minded and scholarly societies. The impetus for the search for new knowledge often came from
modernizing political and social groupings that favored industrialization but that also advocated
more or less far-reaching social reforms. These groupings gradually came to embrace the notion
that political action to address the “social question” should be based on extensive, systematic and
empirical analysis of the underlying social problems. The rising awareness of deep social problems
shaped the social sciences in their period of institutionalization.

In France, social research had been encouraged and pursued since the early nineteenth century
by “enlightened administrators” who had grown up with the intellectual traditions of the Revolution
and the institutional innovations of the Napoleonic period. They were, therefore, inclined toward
an active modernization-oriented view of society and the state’s role in bringing about reforms.
By mid-century, a more conservative alternative arose with the thinking of Frédéric LePlay who
aimed at maintaining and restoring the traditional structures of society, but who equally relied on
the systematic observation of society. In Britain, reform-minded individuals, often belonging to
the establishment of Victorian England, came together in a number of reform societies, some of
which had close links to the scholarly world (see, for example, Rothblatt 1981). Concern for health
mounted, for example, when recruitment to the army during the Boer War revealed the appalling
conditions under which much of the British population lived. Among the reform societies, the Fabian
Society came to play a leading role in the establishment of the London School of Economics and
Political Science, a university and research center that has remained marked by its double commit-
ment to academic inquiry and problem-oriented research (Rueschemeyer and van Rossem 1996).
In Germany, immediately after the founding of the Bismarckian state, the Verein fiir Socialpolitik
became the main initiator and organizer of empirical research on the “social question.” In the United
States, social-science research originally had the same characteristics of associational organization
and ameliorative orientation as it had in the European countries. The American Social Science As-
sociation (ASSA), created in 1865, embraced the notion that the social scientist was a model citizen
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helping to improve the life of the community, not a professional, disinterested researcher. By the turn
of the nineteenth century, this model was overwhelmed by the emerging disciplinary associations,
initially splintering off from ASSA and later subdividing further (Haskell 1977; Manicas 1991).

While the range of comparative observations could easily be enlarged, the apparent parallel-
ism in attention to problems cross-nationally must not conceal the fact that both solutions sought
and, indeed, the precise nature of the problems perceived were premised on significantly different
discourses and institutional constellations. For our context, the role of the state in problem-solving
and the position of knowledge-producers in state and society are the key aspects to be considered
comparatively (on the following see in more detail Wittrock and Wagner 1996).

STATES, PROFESSIONS, AND THE TRANSFORMATION OF LIBERALISM

The emerging variety of forms of social knowledge and forms of policy intervention can, in a first
step, be traced to different ways of transcending the limitations of a liberal conception of society.
For France, this change is closely related to the experience of the failed revolution of 1848. It thus
became evident that the mere form of a democratic polity did not yet provide a solution to the
question of societal organization. In Italy and Germany, in contrast, liberal-minded revolutionary
attempts had failed, and the emergence of the social question tended to coincide with the very foun-
dation of a national polity. The process of nation-building in the decade between 1861 and 1871
profoundly changed the terms of both political debate and of the orientations of political scientists
in both countries. The idea of social betterment through social knowledge appeared to have found
its addressee: the nation-state. The founders of the Verein fiir Socialpolitik left no doubt about the
intimate linkage between the creation of their association and the inauguration of the Reich: “Now
that the national question has been solved, it is our foremost duty to contribute to solving the social
question” (Schoneberg, quoted in Schéfer 1971, 286).

On the basis of a great variety of social inquiries, the construction of national social policies
was argued for on the European continent toward the end of the nineteenth century. Such policies
would in practice extend the idea of a community of responsibility, as it was developed in collectivist
social theories during that period, be they of a social-interest-based or of a cultural-linguistic kind
(Zimmermann and Wagner 2004). In the given intellectual and political situation, it could relatively
easily be argued that the nation was the relevant, responsibility-bearing community and the state its
collective actor, the head and hand, as it were, in the design and implementation of social policies.
The nation-state was regarded as the “natural” container of rules and resources extending over, and
mastering, a defined territory. This, however, was much less the case in the United States, where a
strong central state did not as yet exist. In contrast to both France and Germany (disregarding for
a moment the intellectual variety in these contexts), social researchers in the United States tended
to be reluctant to posit state and society as collective entities over or beside individuals. Even if the
case for individualist liberalism as the predominant politico-intellectual tradition throughout U.S.
history is overstated (see Hartz 1955, for the classical statement), the counterpart to such thought in
the United States, civic republicanism, is still comparatively much more liberal and individualist than
the variants of nationalism, socialism and organicism that have inspired European social reformers.
One consequence of the individualistic inflection of U.S. political culture is that psychology and
social psychology have been much more important in the social sciences than elsewhere. Many
social problems are dealt with on the level of individual psychology.

This intellectual specificity of the situation in the United States can be connected, in a second
step, to an institutional feature that has shaped the strategies of those academic entrepreneurs who
advocated social reform. In the United States, such advocates of reform based on inquiry were op-
posed to the politics of corruption and patronage in particular, but also often distrustful of increas-
ing the power of the state in general. Instead, they tended to advocate the complementary strategy
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of reform and competence, a type of profession-based social policy. If, as in continental Europe,
the widening of social responsibility was the issue, then professions were designed as a non-statist
way to exert authority over spheres of social-political action. The specific form of academic insti-
tutionalization of social science in the United States, namely as disciplinary associations, was the
result of such considerations. At the time, however, it was far from becoming the dominant model;
as such, it asserted itself only after the Second World War.

For professors in high-prestige, state-run academic institutions on the European Continent,
in Germany in particular, in contrast, it was quite natural—in intellectual, institutional and social
terms—to see the state as the key policy institution and themselves as its brain. While U.S. social
reformers were not only doubtful about the rightness of state interventions in terms of liberal politi-
cal theory, they also had no strong reason to connect a reputation-seeking strategy to the state. Their
authority was to be based in the knowledge claims inherent in the existence of strong autonomous
professions rather than, as in Europe, on the intellectual and social status of representatives of the
university as a key institution in the process of nation-building.

KNOWLEDGE FORMS OF MASS DEMOCRACY AND
INDUSTRIAL CAPITALISM: THE TRANSFORMATION
OF THE EPISTEMIC CONSTELLATION

As the combined result of the processes described up to this point, a variety of ways of theorizing
society, empirical research strategies and organizational forms for the production of social knowl-
edge, as profession and as state-run university, were available early in the twentieth century. During
the first half of the twentieth century, these elements were reassembled, both in the form of an epis-
temic reorientation, to be discussed in this section, and in the form of a major shift in organizational
outlook and addressee of the research, to be analyzed subsequently. The result of this process was the
emergence of knowledge practices that are oriented toward use by organizational oligarchies, be it
in state, business, or associations. Such practices redirected the explanatory ambitions of the social
sciences and, without abandoning them, deflected the basic theoretical modes of social sciences.

Thus, economic theorizing enters into a variety of historically changing relations with the
concept of a central societal organization, the state. Keynesianism or theories of the welfare state
alter neoclassical economics by limiting its reach into the social world or by introducing additional
assumptions with a view to changing the societal outcome of economic activities. But they keep
drawing on its basic theoretical ideas. In a different way, the economic way of thinking was modified
when social welfare concerns were introduced, this time toward a historico-institutional economics
that saw the application of economic thinking as dependent on the detail of social situations to be
made known through social inquiry (a similar consideration is also at the basis of Keynes’ think-
ing). The concern for social welfare, though, also provided for an application of socio-structural
thinking, which could serve for identifying social causes for poverty, thus shifting responsibility
from the individual toward the social situation and allowing for the argument that public policies
could justifiably intervene in such circumstances.

As in the United States the welfare situation of African-American families was of particular
concern, the study of welfare became connected to the concept of race in rather precisely the same
way, namely as a way to give nonindividual reasons—cultural or biological in this case, rather
than socio-structural—for a particular social state. This, however, was an argument that would
only gradually evolve over the twentieth century. From the late nineteenth century onward, the
main use of racial theorizing was to provide arguments for setting boundaries of polities in the era
of nationalism and for introducing means to improve a state’s population, on the basis of eugenic
theorizing. Large-scale emigration (for many European countries) and immigration (for the United
States) provided the background for such concern. Even though the origins of modern thinking about
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differences between human beings emphasized cultural-linguistic features, such thinking increasingly
resorted to biological features during the later nineteenth century, allegedly revealed by properly
scientific methods. The refutation of those findings, together with the political discreditation of race-
based policies after the defeat of Nazism, led to a return to the cultural approach. (Re-)emerging in
anthropological debate during the inter-war years, cultural relativism is the contemporary form of
theorizing differences between human beings. During the past two decades, it has increasingly been
linked to political claims for the institutional acknowledgement, and also promotion, of diversity.
The claim to the right to diversity is not only made on behalf of cultural, linguistic, religious or
ethnic minorities, but also in gender relations, after the earlier emphasis of the women’s movement
and of feminist scholarship had been on the right to equality.

Finally, the behavioral-statistical mode of reasoning finds one of its most significant use-
oriented expressions in the twentieth century in survey research. It had never been entirely detached
from policy purposes, since statistical institutes emerged and inquiries flourished first in the realm
of the state, before the claim to become a, even the, science of society was voiced by statisticians.
Methodologically dependent on a concept of sampling, which in principle though was known as
early as the late eighteenth century (Desrosieres 1991), it developed strongly when political actors
in mass democracy needed information about the orientations of the voters, whom they no longer
knew, and when producers for mass-consumption markets faced the same problem.

KNOWLEDGE FORMS OF MASS DEMOCRACY AND
INDUSTRIAL CAPITALISM: THE BREAKTHROUGH
OF A POLICY ORIENTATION IN THE SOCIAL SCIENCES

The case of survey research makes particularly clear what the characteristic features of the emerging
policy orientation in the social sciences were and what impact it had on the theory and epistemology
of the social sciences. As we have seen, it did not mark any radical rupture; the modes of reasoning
that were developed earlier remained alive. However, it considerably redirected research practices
and organizational forms. Significantly, the policy orientation itself was dependent on its relation to
afeature of social organization that to some extent was novel, to some extent just had not moved into
the interest of the empirical social sciences before. This is the large-scale bureaucratic-hierarchical
social organization in all its forms, be it as the central state administration, overarchingly powerful
in particular on the European continent, or the giant business corporation and other forms of private
organizations, which should become an increasingly dominant feature of U.S. society.

In this light, a brief look needs to be taken at the history of organizational analysis. In particular
from a use-oriented point of view, one could have expected an empirical science of state activities
to emerge together with rising interest in welfare and other policies. However, in particular in Eu-
rope, the state long remained above all social actors in the sense that it also was kept hidden from
the empirical gaze. Despite several attempts, there was no successful establishment of political
science as an academic discipline, at least outside the United States, during the “classical” period
of the social sciences, i.e. the late nineteenth and early twentieth centuries. Comprising elements
as various as public law, half-aborted administrative sciences, election studies, or social-policy
research, the study of things political had become a rather incoherent remainder after the modern
disciplines had split off (Wagner 2001, chapter 2). Such development can best be understood against
the background of the post-Enlightenment ambition to understand the social world through its own
laws of motion, as described above, rather than through orders from a center.

When bureaucracies in state, business, and parties rose to ever increasing importance toward
the end of the nineteenth century, however, it became unmistakably clear that there would be no
withering away of the state and no self-organization of society. Such observations were at the origins
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of a political sociology of organizations and bureaucracy, which later turned into an organizational
theory that became almost something like the main paradigm in management studies and the new
discipline of political science after the Second World War. As such, the study of organizations with
a view to enhancing their functioning became one of the major forms of use-oriented social science
in the twentieth century. It formed the backbone of much of the directly policy-oriented research
that should develop over the twentieth century, in particular after the Second World War.

Organizational concerns were the characteristic feature of the emerging policy orientation in
the social sciences. They demanded considerable shifts in orientation, in several respects. First, as
just indicated, an actor orientation emerged toward policy actors in a broad sense, i.e., to the top-
level of decision-makers in public administration and business organization. Second, the substan-
tive focus of research shifted increasingly toward policy areas as objects of public administration,
voters as target objects of political parties and consumers as analogously targets of market-oriented
organizations. Third, the conceptual perspective increasingly emphasized the functioning of goal-
oriented organizations in their social environment.

In all three respects, significant changes in the mode of operation of the social sciences can
be observed. First, often modeled after the Bureau of Applied Research at Columbia University,
research institutes were created that pursued research on commission. The institutes could be uni-
versity-based, public or private, for-profit or not-for-profit; and the differences in organizational
setting led to quite a variety of different research orientations. Always, however, the institute was
dependent on the commissioning of research projects, be it through the market or through institu-
tional links. Second, the sponsors were obviously organizations of such a scale of operation that
they could afford to pay for the production of knowledge on their demand. Clearly, the main types
of such organization were those mentioned above: public administration, big business, including
importantly the media, and political parties. New fields of social science inquiry were formed along
the lines of interest and activity of such organizations, such as education and social welfare, market
and opinion research. Third, the knowledge that was demanded had to address the problems of those
who demanded it. In the inclusive mass societies of the twentieth century, organizations increasingly
directed their activities to large numbers of people about whose motivations and orientations they
knew very little. Ever larger shares of social-science research went into the production of knowledge
about these people and of such a kind as was of interest to, and concern for, these organizations in
the pursuit of their objectives.

Even though occasional criticism had also been raised earlier, such as in Adorno’s observation
of the rise of “administrative society” with its concomitant form of social knowledge, such develop-
ments started to meet an increasingly critical reception in the social science communities during
the 1970s. The expansion of funding and the increase in the number of research institutes as well as
university departments was widely welcomed, but concern was raised about the undermining of the
scholarly base of the social sciences because of the increasing imbalance between demand-driven
knowledge production and academic research. Many of such statements of concern, however, just
took the disciplinary constitution of the social sciences in academic institutions for granted and saw
such arrangement as the normative baseline against which new developments could be evaluated.
An analysis, in which the knowledge practices and modes of theoretical reasoning are themselves
set into the context of a more long-term historical development of the relation between knowledge
production and socio-political institutions, considerably alters the picture. It does not assume that
there can be any pure form of social knowledge, uncontaminated by the situation in which it is cre-
ated, which could provide the measuring rod with which any “drift of epistemic criteria” (Elzinga
1985) as a result of science policy and research-funding activities could be assessed. Rather, it
leads to a historical political sociology that is fully interrelated with a sociology of knowledge and
of the (social) sciences.
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TRANSFORMATIVE MOMENTS: WARS, EXTERNAL AND INTERNAL

In continuation of precisely such a view, some key aspects of the twentieth-century developments
need to be analyzed in more detail. The first such aspect is provided by the observation that there
clearly was no steady rise of the “administrative society,” but at the very least leaps and spurts in
such transformation. Thus, for instance, one needs to emphasize the significance of wars as accel-
erating or transformative moments in the development of the social sciences.

In the United States, the Civil War marked a first such moment, indeed providing the ground
for the development of organized social science. In Europe, the wars of the 1860s, at the end of
which the Italian and German nation-state were created and the Third Republic established in
France, provided social-science research with a more significant impetus. In Spain, similarly, early
social science grew out of formative events in the history of this nation, namely the experience
of losing imperial status in the wake of the Spanish-American War (1898). The 1870s witnessed
thriving social research activities, many of which were indeed devoted to providing the knowledge
required for organizing the national societies. Theoretical, much less disciplinary, consolidation,
in contrast, was of little concern. It moved into the center of attention only later, broadly from the
1890s onward, the period known as the “classical era” for sociology, for instance.

For the development of novel forms of knowledge utilization, however, the First World War
was even much more significant than the wars of the late nineteenth century. The war effort itself,
much prolonged beyond initial expectations and involving the population and the economy much
more than preceding wars, required more profound and more detailed knowledge about both. Psy-
chological knowledge and its applications, including psychiatric treatment and intelligence testing,
were used to assess the abilities of human beings so as to make best use of them in the war, on the
one hand, and the impact of the war experience on them, on the other, such as in the studies of shell
shock and other forms of war trauma. Doubts about the viability and desirability of the workings
of the market mechanism in the economy had already arisen during the closing decades of the
nineteenth century. The transformation toward a managerial economy or to organized capitalism
was well under way, at least in the then most quickly growing economies of the United States and
Germany. However, it was the need to mobilize all productive forces within a short time-span and
for a particular purpose, military production and organization that led to deliberate state efforts
toward increasing economic efficiency by public intervention and planning. Economic, statistical,
and organizational knowledge was sought toward that end.

One of the most important consequences of the war, and of the peace at its end, was the disrup-
tion of the trends toward internationalization that had characterized the pre-war decades in many
areas. Even more than after 1870, the development of the resources within the national societies
themselves rose to priority, and the social sciences were involved in that effort. Unlike after 1870,
however, the conviction that the increase of knowledge would rather directly translate into enhanced
understanding and better means to act was shaken. If scholarly opinion during the 1920s still oscil-
lated between the hope that industrial societies would return to a smooth path of development and
the despair that the conditions for them to do that had forever disappeared, during the 1930s the
view gained ground that these societies had embarked onto an entirely different trajectory for which
novel knowledge and novel forms of public intervention were required. But the responses to such
insight varied widely. On the one hand, the techniques for the observation of mass society, such as
survey research and statistical inquiry, were refined and increasingly used to improve knowledge of
the state of the population and the economy, both in democratic and in totalitarian societies (Tooze
1999). On the other hand, the ongoing societal transformation was taken to spell the failure of the
fragmented and overspecialized social science disciplines and to require the elaboration of entirely
new theoretical and research programs, such as the one that was later to be called “critical theory,”
initially proposed by Max Horkheimer in 1931 (Horkheimer 1931). As a kind of intermediate view
and strategy, thirdly, the emerging soft steering of the economy, later to be called Keynesianism,
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and “democratic planning” tried to adapt just as much to the new circumstances as was needed to
keep the institutions of society and politics intact (Hall 1989; Wagner 2003).

The Second World War had a double effect in this context. On the one hand, and quite similar to
the experience of the first war, the war effort itself led to the increasing development and application
of the techniques of the first kind. On the other hand, its outcome seemed to indicate that the third
strategy, Keynesian democratic interventionism, was viable in principle, even though its application
was initially limited to the “First World.” A war of a different kind, namely the Cold War, domestically
accompanied by the War on Poverty in the United States, enlisted the social sciences, called either
“modern” or “bourgeois” depending on the perspective, in the attempt to prove the superiority of
this model. The most systematic effort since the “classical era” to propose a comprehensive social
theory and research strategy for the analysis of contemporary societies and their logic of evolution,
the modernization theory of the 1950s and 1960s, was elaborated in precisely this context.

In how far this theory offered a useful understanding of Western societies remains contested.
It is certain, however, that social research efforts of an unprecedented scale took place under its
umbrella. They were driven not least by the hope and expectation that, since the general concepts
were available, only some knowledge gaps needed to be closed by well-targeted empirical research.
At the same time, the idea that good knowledge stands in an entirely unproblematic relation to its
usefulness revived. It was only during the 1970s, after signs of crisis had emerged and accumulated,
that the presuppositions of “the rationalistic revolution” were doubted even by its proponents. The
first response to this crisis was, not to question its validity, but to inquire into its mode of operation.
Research on “knowledge utilization” was one of the thriving areas of the social sciences during the
1970s, initially geared to detecting the obstacles to the good use of knowledge, with the hope of
making it possible to remove them once they were detected. In the course of this research campaign,
however, it became increasingly clear that the rather technocratic assumption of the very model of
knowledge use had to be questioned. The “reflexive turn” of much of the social sciences during the
1980s has one of its sources in this experience (Wittrock 1985; Beck and Bonf3 1984).

THE CRISIS OF USEFUL SOCIAL KNOWLEDGE:
CRITIQUE, RETREAT, AND REFINEMENT

Reviewing the twentieth century experience of the use of the social sciences up to this point, two
key observations can be made. On the one hand, mass-democratic, industrial-capitalist societies have
been marked by intense efforts to increase the social knowledge about their modes of functioning
and about their very members. It seems even justifiable to relate the demand for knowledge to a
failure, in a rather specific way, of the Enlightenment project. At least in its most optimistic ver-
sions, the latter had assumed that, once autonomy was granted to human strivings, the use of reason
would lead to a harmonic development of social life, in a self-steered, self-organized way. Forms
of economic and political freedom were indeed introduced in mass-democratic, industrial-capital-
ist societies (even though such a statement needs many qualifications), but the novel institutional
arrangements, far from solving all problems for good, created new social and political issues that
required new knowledge and understanding.

On the other hand, however, this very foundation of the search for useful knowledge rules out,
as a matter of principle, that any logic of control, with “scientification” of human life as its means,
can assert itself in any unequivocal way. Unlike Adorno and Foucault appeared to assume, there is
no totalizing logic of disciplinization or of the rise of administrative society. There is a variety of
arguments why this is so. First, the resistance to objectification can be stressed, in terms of a politi-
cal argument, as it was from the late 1960s onward in Western debates as well as in what is now
known as postcolonialist discourse. Second, one may argue that there are limits to objectification
even on the grounds of the methodology of the modernist social sciences. The “complexity,” a key
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term that would be evoked in such context, of modern societies escapes even the most sophisticated
research technology. And third, in terms of the philosophy of the social sciences, the historicity of
social life and the agential capacities of human beings, both of which lead to ever again unique and
unpredictable situations, can be emphasized. Agentiality and historicity are amenable to interpreta-
tion rather than to explanation, and every interpretation takes place in language, with its infinitely
open range of possibilities of expression.

As aresult of a combination of such arguments, the precise mix of which is impossible to assess,
the implications of the use of the social sciences have been effectively criticized during the last three
decades of the twentieth century. Two different adjustments to such criticism can be distinguished.
More moderately, there has been a move from the mere application of general models or theories
toward an increasing sophistication in the design of theory and of research. Various approaches are
mixed, and their use is made dependent on the assessment and empirical specification of the situa-
tion to which they are being applied. This kind of reaction can best be observed in the analyses of
the management of the economy and of accounting practices. More radically, although this may on
occasion just be one more step in the same direction, the abandoning of any overarching rationali-
ties can be observed, with a subsequent conceptualization in terms of varieties of particular and
potentially competing rationalities. The most obvious examples for such change may be the move
from culturalist-holist theories of society, radicalized in-between by biologically based theories of
race, toward cultural relativism, on the one hand, and the move from gender studies that emphasized
equality to those that emphasize diversity, on the other. Elements of such a radical rethinking of the
dominance of any singular rationality can, however, also be found in the areas of modernization,
accounting, or planning.

In some countries, notably the United States and the UK, such critical rethinking was accom-
panied by a crisis of political demand created by the Thatcher and Reagan governments in the early
1980s. Well perceiving the critique of prevailing models of knowledge utilization and linking them
to a more deeply ingrained conviction that the social sciences are married to strong and interven-
tionist states, funding for basic as well as commissioned research was reduced and restructured.
Neoliberalism as a broad economic ideology indeed revives doctrines of societal self-regulation,
in which there is neither place nor need for detailed empirical evidence about social situations.
(Just in passing it may be noted that even biologist theories of the social resurface in this context,
since with new genetic knowledge they can claim to refer to the individual and be linked to issues
of rational choice.)

PERSISTENT VARIATION, PERSISTENT PROBLEMATIQUES

By way of conclusion, it would be tempting to paint a picture in which such a neoliberal understand-
ing of the relation between the state and the economy lives forever in harmonious relation with a
postmodernist understanding of society and culture. The former would need social science only as
an underlying framework for thinking the relation between markets and hierarchies; the latter allows
for plurality, diversity and complexity and thus would need social science of the kind of cultural
studies. However, in the light of precisely the recent criticism of nonreflexive social science, one
should not let oneself be so tempted.

On the one hand, there is persistent variation in the use of the social sciences across countries
and across areas. It remains to be the case that social sciences that orient themselves to state and
government and whose practical orientation is one of relevance for public policy and state interven-
tion are more significant in Europe than in the United States. In contrast, research on individuals and
their development with possible applications by the caring professions, including self-help groups
and movements, is more developed in the United States. Most methodological development in
research on the ways large-scale organization can interact with society, such as opinion and survey
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research for business and political parties, certainly keeps coming from U.S. sources. However, the
importance of such knowledge tools has considerably increased in Europe as well. (And we have
not touched here at all on the proliferation of research institutes tied in various ways to social actors,
including also trade unions, social movements, and nongovernmental organizations.)

On the other hand, neither the thesis of an increasing penetration of life-worlds by a power/
knowledge complex nor the opposite view of a retreat to a self-regulation model of society can be
sustained. There are persistent problématiques in post-Enlightenment societies which will always
sustain the demand for useful social knowledge without, however, such knowledge ever solving
those problems for good. (This observation in itself supports the prior argument about the persistence
of differences, across namely the variety of possible interpretations of the socio-political situation
in which one finds oneself.) The demand for knowledge may be driven by the hope to make orga-
nizational strategies more predictable. But it may also be meant to justify existing difference and
diversity. In either case, it will not succeed in controlling a socio-political situation, since human
beings may ever again act in unknowable ways. Nevertheless, across societies and historical periods
there is considerable variation in the degree to which the hope of perfectly knowing the social world
is upheld, in the ends toward which this hope is entertained, and in the intellectual, institutional and
political means that are used are to realize this ambition.

NOTE

1. An earlier but different version of parts of this discussion appeared in Wagner, Peter (2003), “Social
Sciences and Social Planning During the Twentieth Century,” in Theodore M. Porter and Dorothy Ross,
eds, The Cambridge History of Science, vol. 7: The Modern Social Sciences, Cambridge: Cambridge
University Press.
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4 Theories of the Policy Cycle

Werner Jann and Kai Wegrich

From its origins in the 1950s, the field of policy analysis has been tightly connected with a perspec-
tive that considers the policy process as evolving through a sequence of discrete stages or phases.
The policy cycle framework or perspective has served as a basic template that allows to systematize
and compare the diverse debates, approaches, and models in the field and to assess the individual
contribution of the respective approaches to the discipline. At the same time, the framework has
regularly been criticized in terms of its theoretical construction as well as in terms of its empirical
validity. We are therefore confronted with an almost paradoxical situation: on the one hand of the
policy research continues to rely on the stages or cycle perspective or is linked to one of its stages
and research questions. On the other hand, the very concept of the stages perspective has become
discredited by a variety of criticisms, including attacks on the theoretical status of the policy cycle
as a framework, model or heuristic (we use the terms framework and perspective interchangeably,
but return to a discussion of this issue in this chapter’s conclusion).

This chapter seeks to assess the limitations and utility of the policy cycle perspective by
surveying the literature that analyses particular stages or phases of the policy cycle. Following an
initial account of the development of the policy cycle framework, the chapter offers an overview of
the different stages or phases of the policy process, highlighting analytical perspectives and major
research results. Then we turn to the burgeoning critique of the policy cycle framework in the wider
policy research literature. The chapter concludes with a brief overall assessment of the framework,
considering, in particular, its status as an analytical tool for public policy research.

THE POLICY CYCLE—A SIMPLIFIED MODEL
OF THE POLICY PROCESS

The idea of modeling the policy process in terms of stages was first put forward by Lasswell. As part
of his attempt to establish a multidisciplinary and prescriptive policy science, Lasswell introduced (in
1956) a model of the policy process comprised of seven stages: intelligence, promotion, prescription,
invocation, application, termination, and appraisal. While this sequence of stages has been contested
(in particular that termination comes before appraisal), the model itself has been highly successful
as a basic framework for the field of policy studies and became the starting point of a variety of
typologies of the policy process. Based on the growth of the field of policy studies during the 1960s
and 1970s, the stages models served the basic need to organize and systemize a growing body of
literature and research. Subsequently, a number of different variations of the stages typology have
been put forward, usually offering further differentiations of (sub-)stages. The versions developed
by Brewer and deLeon (1983), May and Wildavsky (1978), Anderson (1975), and Jenkins (1978)
are among the most widely adopted ones. Today, the differentiation between agenda-setting, policy
formulation, decision making, implementation, and evaluation (eventually leading to termination)
has become the conventional way to describe the chronology of a policy process.

Arguably, Lasswell’s understanding of the model of the policy process was more prescriptive
and normative rather than descriptive and analytical. His linear sequence of the different stages had
been designed like a problem-solving model and accords with other prescriptive rational models of
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planning and decision-making developed in organization theory and public administration. While
empirical studies of decision-making and planning in organizations, known as the behavioral theory of
decision making (Simon 1947), have repeatedly pointed out that real world decision-making usually
does not follow this sequence of discrete stages, the stages perspective still counts as an ideal-type
of rational planning and decision-making. According to such a rational model, any decision-making
should be based on a comprehensive analysis of problems and goals, followed by an inclusive col-
lection and analysis of information and a search for the best alternative to achieve these goals. This
includes the analysis of costs and benefits of the different options and the final selection of the course
of action. Measures have to be carried out (implemented) and results appraised against the objectives
and adjusted if needed. One of the major reasons of the success and durability of the stages typology
is therefore its appeal as a normative model for ideal-type, rational, evidence-based policy making.
In addition, the notion is congruent with a basic democratic understanding of elected politicians
taking decisions which are then carried out by a neutral public service. The rational model therefore
also shows some tacit concurrence with the traditional dichotomy of politics and administration,
which was so powerful in public administration theory until after World War II.

Lasswell was, of course, highly critical of this politics/administration dichotomy, so his stages
perspective moves beyond the formal analysis of single institutions that dominated the field of tra-
ditional public administration research by focusing on the contributions and interaction of different
actors and institutions in the policy process. Furthermore, the stages perspective helped to overcome
the bias of political science on the input-side (political behavior, attitudes, interest organizations)
of the political system. Framing the political process as a continuous process of policy-making al-
lowed to assess the cumulative effects of the various actors, forces, and institutions that interact in
the policy process and therefore shape its outcome(s). In particular, the contribution of administra-
tive and bureaucratic factors across the various stages of the policy process provided an innovative
analytical perspective compared to the traditional analysis of formal structures (Scharpf 1973).

Still, the stages of policy-making were originally conceived as evolving in a (chrono)logical
order—first, problems are defined and put on the agenda, next. policies are developed, adopted and
implemented; and, finally these policies will be assessed against their effectiveness and efficiency
and either terminated or restarted. Combined with Easton’s input-output model this stages perspec-
tive was then transformed into a cyclical model, the so-called policy cycle. The cyclical perspective
emphasizes feed-back (loop) processes between outputs and inputs of policy-making, leading to
the continual perpetuation of the policy process. Outputs of policy processes at t, have an impact
on the wider society and will be transformed into an input (demands and support) to a succeeding
policy process at t,. The integration of Easton’s input-output model also contributed to the further
differentiation of the policy process. Instead of ending with the decision to adopt a particular course
of action, the focus was extended to cover the implementation of policies and, in particular, the
reaction of the affected target group (impact) and the wider effects of the policy within the respec-
tive social sector (outcome). Also, the tendency of policies to create unintended consequences or
side-effects became apparent through this policy process perspective.

While the policy cycle framework takes into account the feedback between different elements
of the policy process (and therefore draws a more realistic picture of the policy process than earlier
stages models), it still presents a simplified and ideal-type model of the policy process, as most of
its proponents will readily admit. Under real-world conditions, policies are, e.g., more frequently
not the subject of comprehensive evaluations that lead to either termination or reformulation of a
policy. Policy processes rarely feature clear-cut beginnings and endings. At the same time, policies
have always been constantly reviewed, controlled, modified, and sometimes even terminated; poli-
cies are perpetually reformulated, implemented, evaluated, and adapted. But these processes do not
evolve in a pattern of clear-cut sequences; instead, the stages are constantly meshed and entangled
in an ongoing process. Moreover, policies do not develop in a vacuum, but are adopted in a crowded
policy space that leaves little space for policy innovation (Hogwood and Peters 1983). Instead, new
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policies (only) modify, change, or supplement older policies, o—more likely—compete with them
or contradict each other.

Hogwood and Peters (1983) suggested the notion of policy succession to highlight that new
policies develop in a dense environment of already existing policies. Therefore, earlier policies
form a central part of the systemic environment of policy-making; frequently other policies act
as key obstacles for the adoption and implementation of a particular measure. At the same time,
policies create side-effects and become the causes of later policy problems—across sectors (e.g.,
road construction leading to environmental problems) as well as within sectors (e.g., subsidies for
agricultural products leading to overproduction)—and, hence, new policies themselves (“policy as
its own cause,” Wildavsky 1979, 83-85).

Despite its limitations, the policy cycle has developed into the most widely applied framework
to organize and systemize the research on public policy. The policy cycle focuses attention on generic
features of the policy process rather than on specific actors or institutions or particular substantial
problems and respective programs. Thereby, the policy cycle highlighted the significance of the
policy domain (Burstein 1991) or subsystem (Sabatier 1993; Howlett, Ramesh 2003) as the key
level of analysis. However, policy studies seldom apply the whole policy cycle framework as an
analytical model that guides the selection of questions and variables. While a number of textbooks
and some edited volumes are based on the cycle framework, academic debates in the field of policy
studies have emerged from research related to particular stages of the policy process rather than
on the whole cycle. Starting at different times in the development of the discipline, these different
lines of research developed into more or less separate research communities following a distinct
set of questions, analytical perspectives and methods. In other words, the policy cycle framework
has guided policy analysis to generic themes of policy-making and has offered a device to structure
empirical material; the framework has, however, not developed into a major theoretical or analyti-
cal program itself.

With these limitations of the policy cycle perspective in mind, the following briefly sketches
theoretical perspectives developed to analyze particular stages of the cycle framework and highlights
main research findings. While this overview does only offer a very limited and selective review of
the literature, the account stresses how research related to particular stages has shaped the general
understanding of the policy process and the policy cycle framework.

THE STAGES OF THE POLICY CYCLE
AGENDA-SETTING: PROBLEM RECOGNITION AND ISSUE SELECTION

Policy-making presupposes the recognition of a policy problem. Problem recognition itself requires
that a social problem has been defined as such and that the necessity of state intervention has been
expressed. The second step would be that the recognized problem is actually put on the agenda for
serious consideration of public action (agenda-setting). The agenda is nothing more than “the list
of subjects or problems to which governmental officials, and people outside the government closely
associated with those officials, are paying some serious attention at any given time” (Kingdon 1995,
3). The government’s (or institutional) agenda has been distinguished from the wider media and
the overall public (or systemic) agenda (Cobb and Elder 1972). While the government’s (formal
and informal) agenda presents the center of attention of studies on agenda-setting, the means and
mechanisms of problem recognition and issue selection are tightly connected with the way a social
problem is recognized and perceived on the public/media agenda.

As numerous studies since the 1960s have shown, problem recognition and agenda-setting
are inherently political processes in which political attention is attached to a subset of all possibly
relevant policy problems. Actors within and outside government constantly seek to influence and
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collectively shape the agenda (e.g., by taking advantage of rising attention to a particular issue,
dramatizing a problem, or advancing a particular problem definition). The involvement of particu-
lar actors (e.g., experts), the choice of institutional venues in which problems are debated and the
strategic use of media coverage have been identified as tactical means to define issues (cf. Kingdon
1995; Baumgartner and Jones 1993). While a number of actors are involved in these activities of
agenda control or shaping, most of the variables and mechanisms affecting agenda-setting lie outside
the direct control of any single actor.

Agenda-setting results in a selection between diverse problems and issues. It is a process of
structuring the policy issue regarding potential strategies and instruments that shape the develop-
ment of a policy in the subsequent stages of a policy cycle. If the assumption is accepted that not all
existing problems could receive the same level of attention (and some are not recognized at all; see
Baumgartner and Jones 1993, 10), the questions of the mechanisms of agenda-setting arise. What
is perceived as a policy problem? How and when does a policy problem get on the government’s
agenda? And why are other problems excluded from the agenda? Moreover, issue attention cycles
and tides of solutions connected to specific problems are relevant aspects of policy-studies concerned
with agenda-setting.

Systematic research on agenda-setting first emerged as part of the critique of pluralism in the
United States. One classic approach suggested that political debates and, hence, agenda-setting,
emerge from conflict between two actors, with the less politically powerful actor seeking to raise
attention to the issue (conflict expansion) (Schattschneider 1960). Others suggested that agenda-set-
ting results from a process of filtering of issues and problems, resulting in non-decisions (issues and
problems that are deliberately excluded from the formal agenda). Building on the seminal community-
power literature, policy-studies pointed out that non-decisions result from asymmetrical distribution
of influence through institutional structures that exclude some issues from serious consideration of
action (Bachrach and Baratz, 1962; see also Crenson, 1971; Cobb, Ross, and Ross, 1976).

The crucial step in this process of agenda-setting is the move of an issue from its recogni-
tion—frequently expressed by interested groups or affected actors—up to the formal political agenda.
This move encompasses several substages, in which succeeding selections of issues under condi-
tions of scarce capacities of problem-recognition and problem-solving are made. Several studies of
environmental policy development, for example, showed that it is not the objective problem load
(e.g., the degree of air pollution) which explains the intensity of problem recognition and solving
activities on the side of governments (Prittwitz 1993; Jaenicke 1996). Instead, a plausible definition
of a problem (see Stone 2001) and the creation of a particular policy image (Baumgartner and Jones
1993) allowing to attach a particular solution to the problem, have been identified as key variables
affecting agenda-setting.

While problem recognition and problem definition in liberal democracies are said to be largely
conducted in public, in the media or at least among domain-specific professional (public) communi-
ties, the actual agenda-setting is characterized by different patterns in terms of actor composition
and the role of the public (cf. May 1991, Howlett and Ramesh, 2003). The outside-initiation pat-
tern, where social actors force governments to place an issue on the systemic agenda by way of
gaining public support, presents but one of different types of agenda-setting. Equally significant
are processes of policies without public input such as when interest groups have direct access to
government agencies and are capable of putting topics on the agenda without major interference or
even recognition of the public (cf. May, 1991). The agriculture policy in certain European countries
would be a classic example for such inside-initiation patterns of agenda-setting. Another pattern
has been described as the mobilization of support within the public by the government after the
initial agenda-setting has been accomplished without a relevant role for non-state actors (e.g., the
introduction of the Euro or, rather, the campaign prior the implementation of the new currency).
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Finally, Howlett and Ramesh (2003, 141) distinguish consolidation as a fourth type whereby state
actors initiate an issue where public support is already high (e.g., German unification).

Despite the existence of different patterns of agenda-setting, modern societies are characterized
by a distinctive role of the public/media for agenda-setting and policy-making, especially when
novel types of problems (like risks) emerge (see Hood, Rothstein, and Baldwin 2001). Frequently,
governments are confronted with forced choice situations (Lodge and Hood, 2002) where they simply
cannot ignore public sentiment without risking the loss of legitimacy or credibility, and must give
the issue some priority on the agenda. Examples range from incidents involving aggressive dogs,
and Mad Cow Disease to the regulation of chemical substances (see Lodge and Hood 2002; Hood,
Rothstein, and Baldwin 2001). While the mechanisms of agenda-setting do not determine the way
the related policy is designed and implemented, policies following so-called knee-jerk responses of
governments in forced choice situations tend to be combined with rather intrusive or coercive forms
of state interventions. However, these policies frequently have a short life cycle or are recurrently
object of major amendments in the later stages of the policy cycle after public attention has shifted
towards other issues (Lodge and Hood, 2002).

The confluence of a number of interacting factors and variables determines whether a policy
issue becomes a major topic on the policy agenda. These factors include both the material conditions
of the policy environment (like the level of economic development), and the flow and cycle of ideas
and ideologies, which are important in evaluating problems and connecting them with solutions
(policy proposals). Within that context, the constellation of interest between the relevant actors, the
capacity of the institutions in charge to act effectively, and the cycle of public problem perception
as well as the solutions that are connected to the different problems are of central importance.

While earlier models of agenda-setting have concentrated on the economic and social aspects
as explanatory variables, more recent approaches stress the role of ideas, expressed in public and
professional discourses (e.g., epistemic communities; Haas 1992), in shaping the perception of a
particular problems. Baumgartner and Jones (1993, 6) introduced the notion of policy monopoly
as the “monopoly on political understandings” of a particular policy problem and institutional
arrangements reinforcing the particular “policy image”; they suggested that agenda-setting and
policy change occurs when “policy monopolies” become increasingly contested and previously
disinterested (or at least “non-active”) actors are mobilized. Changing policy images are frequently
linked to changing institutional “venues” within which issues are debated (Baumgartner and Jones,
1993, 15; 2002, 19-23).

How the different variables—actors, institutions, ideas, and material conditions—interact is
highly contingent, depending on the specific situation. That also implies that agenda-setting is far
from a rational selection of issues in terms of their relevance as a problem for the wider society.
Instead, the shifting of attention and agendas (Jones 2001, 145-47) could eventually lead govern-
ments to adopt policies that contradict measures introduced earlier. The most influential model that
tries to conceptualize the contingency of agenda-setting is Kingdon’s multiple streams model that
builds on the garbage can model of organizational choice (Cohen, March, and Olsen 1972). King-
don introduced the notion of windows of opportunity that open up at a specific time for a specific
policy (Kingdon, 1995). The policy window opens when three usually separate and independent
streams—the policy stream (solutions), the politics stream (public sentiments, change in govern-
ments, and the like), and the problem stream (problem perception)—intersect. (The classical garbage
can model distinguishes solutions, problems, actors, and decision opportunities.)

In a long-term perspective, attention cycles and the volatility of problem perception and reform
moods for particular issues can be revealed (see the classic article by Downs 1972, his “issue-at-
tention cycle” has been criticized for omitting the impact of agenda-setting on future policies by
shaping institutional structures; Peters and Hogwood, 1985; Baumgartner and Jones 1993, 87).
Within such cyclical processes, single issues appear on the agenda, will be removed later on, and
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may reappear on that agenda as part of a longer wave. Examples include the cyclical perception of
environmental, consumer protection and criminal issues, in which (combined with economic and
political conditions) single events (like accidents, disasters, and the like) could trigger agenda-set-
ting. A longitudinal perspective also points at changes in perceptions of a single issue, with some
prior solutions later becoming problems (e.g., nuclear power). Baumgartner and Jones (1993; 2002)
highlight the existence of both periods of stable policy agendas and periods of rapid change and
take these findings as a starting point for the development of a policy process model (punctuated
equilibrium) that challenges conventional notions of incrementalism.

PoLicy FORMULATION AND DECISION-MAKING

During this stage of the policy cycle, expressed problems, proposals, and demands are transformed
into government programs. Policy formulation and adoption includes the definition of objectives—
what should be achieved with the policy—and the consideration of different action alternatives.
Some authors differentiate between formulation (of alternatives for action) and the final adoption
(the formal decision to take on the policy). Because policies will not always be formalized into
separate programs and a clear-cut separation between formulation and decision-making is very often
impossible, we treat them as substages in a single stage of the policy cycle.

In trying to account for different styles, patterns, and outcomes of policy formulation and
decision-making, studies on this stage of the cycle framework have been particularly theory-ori-
ented. Over the last two decades or so, a fruitful connection with organizational decision theories
has evolved (see Olsen 1991). A multiplicity of approaches and explanations has been utilized,
ranging from pluralistic and corporatist interest intermediation to perspectives of incrementalism
and the garbage can approach. Others are public choice approaches and the widely utilized neo-
institutionalist perspectives (both in its economical and historical-institutionalist variant; for an
overview see Parsons 1995, 134).

At the same time, studies of policy formulation have long been strongly influenced by efforts
to improve practices within governments by introducing techniques and tools of more rational deci-
sion-making. This became most evident during the heyday of political planning and reform policy in
the 1960s and 1970s. Policy analysis was part of a reform coalition engaged in developing tools and
methods for identifying effective and cost-efficient policies (see Wittrock, Wagner, and Wollmann
1991, 43-51; Wollmann 1984). Western governments were strongly receptive to these ideas given
the widespread confidence in the necessity and feasibility of long-term planning. Pioneered by at-
tempts of the U.S. government to introduce Planning Programming Budgeting Systems (PPBS),
European governments engaged in similar efforts of long-term planning.

Among parts of the policy research community and government actors, PPBS was perceived
as a basis for rational planning and, hence, decision-making. The establishment of clearly defined
goals, output targets within the budget statement, and the application of cost-benefit analysis to
political programs were regarded as tools facilitating the definition of long-term political priorities.
From this perspective an ex-ante, rather rationalistic branch of policy analysis as analysis for policy
developed, inspired by micro-economics and operational research (Stokey and Zeckhauser 1978).
Right from the beginning, these concepts of decision-making and political planning were heavily
criticized from a political science background for being over-ambitious and technocratic (‘rescuing
policy analysis from PPBS’, Wildavsky 1969). The role of economics and political science-based
policy analysis in the wider reform debate of political planning provided a fertile ground for the
prosperous development of the discipline. As policy advice (analysis for policy-making) became
a major aspect of the planning euphoria during the 1970s, empirical research on decision-making
practices (analysis of policy-making) was initiated for the first time (e.g., through the project group
of governmental and administrative reform in Germany; Mayntz and Scharpf 1975).
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Especially political scientists argued from the beginning (Lindblom 1968; Wildavsky 1979)
that decision-making comprises not only information gathering and processing (analysis), but
foremost consists of conflict resolution within and between public and private actors and govern-
ment departments (interaction). In terms of patterns of interdepartmental interaction, Mayntz and
Scharpf (1975) argued that these usually follow the type of negative coordination (based on sequen-
tial participation of different departments after the initial policy program has been drafted) rather
than ambitious and complex attempts of positive coordination (pooling suggested policy solutions
as part of the drafting), thus leading to the typical process of reactive policy-making. The aim of
political science based policy analysis was, therefore, to suggest institutional arrangements which
would support more active policy-making.

While these (earlier) studies pointed to the crucial role of the ministerial bureaucracy and top
civil servants in policy formulation (Dogan 1975; Heclo and Wildavsky 1974), governments and
higher civil servants are not strictly separated from the wider society when formulating policies;
instead, they are constantly interacting with social actors and form rather stable patterns of relation-
ships (policy networks). Whereas the final decision on a specific policy remains in the realm of the
responsible institutions (mainly cabinet, ministers, Parliament), this decision is preceded by a more
or less informal process of negotiated policy formation, with ministerial departments (and the units
within the departments), organized interest groups and, depending on the political system, elected
members of parliaments and their associates as major players. Numerous policy studies have convinc-
ingly argued that the processes in the preliminary stages of decision-making strongly influence the
final outcome and very often shape the policy to a larger extend than the final processes within the
parliamentary arena (Kenis and Schneider 1991). Moreover, these studies made a strong case against
the rational model of decision-making. Instead of a rational selection among alternative policies,
decision-making results from bargaining between diverse actors within a policy subsystem—the
result being determined by the constellation and power resources of (substantial and institutional)
interest of the involved actors and processes of partisan mutual adjustment. Incrementalism, thus,
forms the typical style (Lindblom 1959, 1979) of this kind of policy formation, especially in al-
location of budgets (Wildavsky 1964, 1988).

During the 70s and 80s, traditional theories of pluralism in policy-making (many, competing
interests without privileged access) were, at least in Western Europe, substituted by theories of
corporatist policy-making (few, privileged associations with strong influence, cf. Schmitter and
Lehmbruch, 1979). At the same time, more elaborate theories of policy networks became prominent
(Heclo 1978; Marin and Mayntz, 1991). Policy networks are, generally, characterized by nonhierar-
chical, horizontal relationships between actors inside the network. Generalized political exchange
(Marin 1990) represents the characteristic mode of interaction and diffuse reciprocity (opposed to
market-type direct reciprocity) is the corresponding social orientation of actors in the inner circle
of networks. In contrast, a higher degree of conflict is to be expected as far as the access to these
policy networks is concerned. However, as Sabatier (1991, cf. Sabatier, Jenkins-Smith 1993, 1999)
stressed, a policy subsystem frequently consists of more than one network. The different networks
(or advocacy coalitions) then compete for the dominance in the respective policy domain.

Despite the considerable level of self-governance within policy networks, governments still play
a crucial role in influencing the actor constellation within these networks, for example by altering
the portfolio of ministries, creating new ones or establishing/abolishing agencies. (The renaming
of the German federal Ministry of Agriculture to the Ministry of Consumer Protection, Food, and
Agriculture during the BSE [Bovine Spongiform Encephalopathy] crisis serves as an example of
a deliberate attempt to break up long-established policy networks in the agriculture sector as a
prerequisite for policy change. Similar changes occurred also in the UK.) One major reason for the
strong inclination of ministerial bureaucracies to defend their turf lies in the linkage between the
allocation of responsibilities within government and the venues provided for social actors to the
policy-making system (Wilson 1989). While these access points are of crucial importance for social
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actors seeking to influence policy formulation, established relationships with interest groups at the
same time provide the power-basis of departments in interdepartmental relationships and conflicts.
Any redistribution of organizational structures and institutional arrangements will favor some and
discriminate against others and will, therefore, become a contested issue.

While patterns of interaction between governments and society in policy networks are regarded
as an omnipresent phenomenon, the particular constellation of actors within policy networks vary
between policy domains, as well as between nation states with different political/administrative cul-
tures, traditions of law (cf. Feick and Jann 1988) and differences regarding the wider constitutional
setting. As the historical-institutional approach in policy research has pointed out, countries have
developed particular types of policy networks resulting from the interaction of the pre-existing state
structure and the organization of society at critical junctures in history (Lehmbruch 1991). These
differences are said to foster national styles of policy-making in terms of preferred policy instru-
ments and patterns of interaction between state and society (Richardson, Gustafsson, and Jordan
1982; Feick and Jann 1988). It remains, however, a debated issue in comparative policy research
if policy networks are to a larger degree shaped by the (different) basic national institutional pat-
terns or if the policies within specific policy subsystems are, to a larger extent, shaped by sectoral,
domain-specific governance structures (with the implication of more variety between sectors within
one country than between countries regarding one sector) (see e.g., Bovens, t’Hart, and Peters 2001).
Some have argued that the emphasis on the pervasive nature of policy networks obscured national
variations of patters of policy-making that are in fact related to (different) underlying institutional
arrangements and state architectures (Dohler and Manow 1995).

In order to allow for the analysis of different structural patterns of state-society interaction,
policy research has developed taxonomies of policy networks. While considerable variation (and
maybe even confusion, cf. Dowding 2001) prevails, one major distinction has been made between
iron triangles, sub-governments, or policy communities on the one hand and issue networks centered
around a particular policy issues (e.g., abortion, fuel taxes, speed limits) on the other hand. These
two basic types are differentiated along the dimensions of actor composition and the insulation of
the network from the wider environment. Iron triangles typically consist of state bureaucracies,
parliamentary (sub-) committees, and organized interests generally sharing policy objectives and
ideas. Others suggested the notion of policy communities to emphasize the latter aspect of coher-
ent world-views and shared policy objectives (however, the term has been defined in many ways,
including a meaning that resembles the notion of issue networks). Heclo (1978) has contrasted
iron triangles with issue networks consisting of a multitude of actors, and with comparatively open
boundaries and a looser coupling between the actors involved.

When it comes to the final adoption of a particular policy option, the formal institutions of the
governmental system move into the center. But even during this substage, modes of self-regulation,
sometimes in the shadow of hierarchy, have increasingly been regarded as a widespread pattern of
policy-making (Mayntz and Scharpf 1995). Which of the proposed policy options will be finally
adopted depends on a number of factors; two of them should be highlighted. First, the feasible set
of policy options is reduced by basic substantial parameters. Some policies are excluded because of
scarcity of resources—not only in terms of economic resources, but also because political support
presents a critical resource in the policy-making process. Second, the allocation of competencies
between different actors (e.g., government) plays a crucial role in decision-making. For example,
tax policy in Germany is one of the domains in which the federal government is not only dependent
on the support of the Federal Parliament (Bundestag, which is most of the time assured in parlia-
mentary systems), but also on the consent of the Federal Council (Bundesrat, the representation
of the Liander governments). The scope for substantial policy changes is, all others things being
equal, more restricted in federal systems, where second chambers of parliaments and also (more
frequently) constitutional courts are in a position of the potential veto player (Tsebelis 2002). At the
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same time, subnational levels of government possess more leeway to initiate policies in countries
with a federal or a decentralized structure than in centralized countries.

Another crucial aspect of policy formulation represents the role of (scientific) policy advice.
While earlier models differentiated between technocratic (policy decisions depending on superior
knowledge provided by experts) and decisionist (primacy of politics over science) models of the
science/policy nexus (see Wittrock 1991), the dominant normative understanding favored a pragmatic
and cooperative interaction at eye level (pragmatic model, see Habermas, 1968). Empirically, policy
advice was recognized as a ‘diffuse process of enlightenment’, in which politicians and bureaucrats
(contrary to conventional wisdom, especially in the academic world) are not influenced by single
studies or reports. Instead, policy advice has an impact on the middle- and long-term changes of
general problem perceptions and world views (Weiss 1977). Moreover, scientific research is only
one of diverse sources of information and knowledge that is being brought into the policy-making
process (Lindblom and Cohen 1979, 10-29).

Over the last years, the role of think tanks in these processes has formed a focal point in debates
on changing ways of policy-making, for example in the formulation of neoliberal policies in the
1980s (Weiss 1992). Think tanks and international organizations are regarded as catalysts fostering
the exchange and transfer of policy ideas, solutions, and problem perceptions between governments
and beyond (Stone 2004). Some have argued that policy transfer has become a regular, though dis-
tinctive, part of contemporary policy formulation (Dolowitz and Marsh 2000). However, while the
practice and existence of processes of transfer and learning are hardly deniable, the literature has
difficulties in drawing clear boundaries between policy transfer and other aspects of policy-making,
especially as the notion of lesson drawing (as one pattern of policy transfer) resembles the rational
model of decision-making (cf. James and Lodge 2003). The study of policy transfer and learning
has been advanced by insights drawn from organizational theory, in particular the notion of insti-
tutional isomorphism that differentiates between coercive, mimetic and professional mechanisms
of emulation (DiMaggio and Powell 1991; for applications see, among others, Lodge and Wegrich,
2005b; Jann 2004; Lodge 2003).

Most studies dealing with the role of knowledge in policy formulation agree that, in the con-
temporary age, knowledge is more widely spread beyond the boundaries of (central) governments
than some decades ago. Experts and international institutions (like the Organization for Economic
Co-operation and Development [OECD]) are said to play an increasingly visible role in commu-
nicating knowledge within the public debate on political issues (Albaek, Christiansen, and Togeby
2003). Therefore, the perception of a monopoly of information on the side of the bureaucracy
(Max Weber’s Dienst- and Herrschaftswissen) is obsolete. Policy formulation, at least in western
democracies, proceeds as a complex social process, in which state actors play an important but not
necessarily decisive role.

IMPLEMENTATION

The decision on a specific course of action and the adoption of a program does not guarantee that
the action on the ground will strictly follow policy makers’ aims and objectives. The stage of ex-
ecution or enforcement of a policy by the responsible institutions and organizations that are often,
but not always, part of the public sector, is referred to as implementation. Policy implementation
is broadly defined as “what happens between the establishment of an apparent intention on the
part of the government to do something, or to stop doing something, and the ultimate impact in the
world of action” (O’ Toole 2000, 266). This stage is critical as political and administrative action at
the frontline are hardly ever perfectly controllable by objectives, programs, laws, and the like (cf.
Hogwood and Gunn 1984). Therefore, policies and their intentions will very often be changed or
even distorted; its execution delayed or even blocked altogether.
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An ideal process of policy implementation would include the following core elements:

* Specification of program details (i.e., how and by which agencies/organizations should the
program be executed? How should the law/program be interpreted?);

* Allocation of resources (i.e., how are budgets distributed? Which personnel will execute the
program? Which units of an organization will be in charge for the execution?);

* Decisions (i.e., how will decisions of single cases be carried out?).

The detection of the implementation stage as a missing link (Hargrove 1975) in the study of policy-
making can be regarded as one of the most important conceptual innovations of policy research
in the 1970s. Earlier, implementation of policies was not recognized as a separate stage within or
element of the policy-making process. What happens after a bill becomes a law (Bardach 1977)
was not perceived as a central problem—not for the decision makers and, therefore, also not for
policy analysis. The underlying assumption was that governments pass laws, and this is where the
core business of policy-making ends.

This perception has fundamentally changed since the seminal study by Pressman and Wildavsky
(1984 [1973]) on the implementation of a program targeting unemployment among members of
minority groups in Oakland, California. Subsequently, the study of implementation as a core and
often critical stage of the policy-making process became widespread currency. The starting point
of Pressman and Wildavsky’s analysis of the substeps involved in the implementation of the federal
program, that was part of the ambitious social policy reform agenda put forth by President John-
son, was the unexpected failure of the program. Based on the analysis of the multitude of decision
and clearing points at which involved actors were able to influence the policy along the lines of
their particular interests, any successful policy implementation seemed to be more surprising than
implementation failure (note the subtitle, How Great Expectations in Washington Are Dashed in
Oakland, or Why It’s Amazing that Federal Programs Work at All ).

Following the path-breaking study, implementation research developed into the central field of
policy research in the 1970s and early 1980s. Initially, implementation was regarded from a perspec-
tive that was later called the top-down approach. Implementation studies followed the hierarchical
and chronological path of a particular policy and sought to assess how far the centrally defined goals
and objectives are achieved when it comes to implementation. Most studies centered on those factors
leading to deviations from these objectives. Intra- and inter-organizational coordination problems
and the interaction of field agencies with the target group ranked as the most prominent variables
accounting for implementation failures. Another explanation focused the policy itself, acknowledg-
ing that unsuccessful policy implementation could not only be the result of bad implementation, but
also bad policy design, based on wrong assumptions about cause-effect relationships (cf. Pressman
and Wildavsky 1984 [1973]; Hogwood and Gunn 1984).

Implementation studies of the first generation thus shared a hierarchical, top-down understand-
ing of governance, at least as a normative yardstick for the assessment of outcomes of implementation.
Implementation research was interested in developing theories about what works. One way to do
this has been to assess the effectiveness of different types of policy instruments based on particular
theories about cause and effect relations. Policy instruments have been classified into regulatory,
financial, informational, and organizational policy tools (cf. Hood 1983; Mayntz 1979; Vedung 1998,
see Salomon, 2002, for a more differentiated classification). One of the most prominent outcomes
of the policy instruments perspective in implementation research has been the importance of the
relationship between tool selection and policy implementation: Different policy instruments are
vulnerable to specific types of implementation problems, with regulatory policies being aligned
with control problems and subsidies with windfall gains on the side of the target group (see Mayntz
1979). Another result of this line of research has been that the reliance on wrong theories about
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cause and effect relations frequently leads to negative side-effects or even reverse effects of state
interventions (see Sieber 1981).

Since the mid 1970s, implementation studies based on the top-down perspective have been
increasingly challenged on analytical grounds, as well as in terms of their normative implications
(see Hill and Hupe 2002, 51-57). Empirical evidence, showing that implementation was not ap-
propriately described as a hierarchical chain of action leading directly from a decision at the center
to the implementation in some field agency, provided the ground for a competing concept of imple-
mentation. The so-called bottom-up perspective suggested a number of analytical reorientations that
subsequently became accepted in the wider implementation and policy literature. First, the central
role of implementation agencies and their personnel in shaping the actual policy outcome has been
acknowledged (street level bureaucracy, Lipsky 1980); in particular the pattern of coping with
diverse and often contradictory demands associated with policies is a recurring theme in this line
of research (see also Lin 2000; Hill 2003; deLeon and deLeon 2002). Second, the focus on single
policies regarded as inputs into the implementation process was supplemented, if not replaced, by
a perspective that regarded policy as the outcome of implementation resulting from the interaction
of different actors and different programs. Elmore (1979/80) suggested the notion of backward
mapping for a corresponding research strategy that begins at the last possible stage, when “admin-
istrative actions intersects with private choices” (Elmore 1979/80, 604). Third, the increasingly
widespread recognition of linkages and networks between a number of (governmental and social)
actors within a particular policy domain, cutting across the implementation/policy formulation
borderline, provided the ground for the eventual abandonment of the hierarchical understanding of
state/society interaction.

In sum, implementation research played a major role in triggering the move of policy research
away from a state-centered endeavor, which was primarily interested in enhancing the internal ad-
ministrative and governmental capacities and in fine-tuning program design and implementation.
Since the late 1980s, policy research is primarily interested in patterns of state-society interaction
and has shifted its attention toward the institutional set-up of organizational fields in the wider so-
ciety (e.g., the health, education, or science section). Based on the multiplicity of empirical studies
in numerous policy areas, the classic leitmotiv of hierarchical governance has been abandoned.
Policy networks and negotiated modes of coordination between public and private actors are not
only (analytically) regarded as a pervasive pattern underlying contemporary policy-making, but
also (normatively) perceived as an effective mode of governance that reflects conditions of modern
societies. Studies of policy-making were decreasingly following the traditional stages model, but
encompassed all kinds of actors in the organizational and regulatory field, thereby undermining
the policy cycle framework.

EVALUATION AND TERMINATION

Policy-making is supposed to contribute to problem solving or at least to the reduction of the prob-
lem load. During the evaluation stage of the policy cycle, these intended outcomes of policies move
into the center of attention. The plausible normative rationale that, finally, policy-making should
be appraised against intended objectives and impacts forms the starting point of policy evaluation.
But, evaluation is not only associated with the final stage in the policy cycle that either ends with
the termination of the policy or its redesign based on modified problem perception and agenda-set-
ting. At the same time, evaluation research forms a separate subdiscipline in the policy sciences that
focuses on the intended results and unintended consequences of policies. Evaluation studies are not
restricted to a particular stage in the policy cycle; instead, the perspective is applied to the whole
policy-making process and from different perspectives in terms of timing (ex ante, ex post).
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Evaluation research emerged in the United States in the context of political controversies
centered on the social reform programs of the Great Society of the 1960s. This early debate was
concerned with methodological issues and sought to demonstrate its own relevance (cf. Weiss
1972; Levine et al. 1981; Wholey 1983). Evaluation research subsequently spread across OECD
countries and was concerned with the activities of the interventionist welfare state (Albaek 1998)
and reform policies in general. Evaluation was, for example, perceived as a way to systematically
apply the idea of experimental testing of (new) policy options in a controlled setting (Hellstern and
Wollmann 1983). Despite the inclination of evaluation research toward a rigorous application of
quantitative research tools and quasi-experimental research designs, the general problem of isolat-
ing the influence and impact of a specific policy measure on policy outcomes has not been solved
(given the variety of variables shaping policy outcomes). Moreover, attempts to establish evaluation
exercises as part of politics-free policy-making have been widely regarded as failures. Their results
were contested as being largely dependent on the inherent and often implicit values on which the
evaluation was based (see, e.g., Fischer 1990).

Moreover, the role of evaluation in the policy process goes far beyond the scope of scientific
evaluation studies. Policy evaluation takes place as a regular and embedded part of the political
process and debate. Therefore, scientific evaluation has been distinguished from administrative
evaluations conducted or initiated by the public administration and political evaluation carried out
by diverse actors in the political arena, including the wider public and the media (cf. Howlett and
Ramesh 2003, 210-16). Not only scientific studies, but also government reports, the public debate
and activities of respective opposition parties embrace substantial elements of evaluation. Also the
classical forms of overseeing government and public services in liberal democracies by law courts
and legislators as well as audit offices can be grouped as evaluations.

While evaluation research sought to establish evaluation as a central part of rational evi-
dence-based policy-making, activities of evaluation are particularly exposed to the specific logic
and incentives of political processes in at least two major ways, both of them related to blame
games (Hood 2002). First, the assessment of policy outputs and outcomes is biased according to
the position and substantial interest, as well as the values, of a particular actor. In particular, the
shifting of blame for poor performance is a regular part of politics. Second, flawed definition of
policy aims and objectives presents a major obstacle for evaluations. Given the strong incentive
of blame-avoidance, governments are encouraged to avoid the precise definition of goals because
otherwise politicians would risk taking the blame for obvious failure. Even outside constellations
that may be seen as shaped by partisan politics, the possibility of a self-evaluating organization has
been strongly contested, because it conflicts with some of the fundamental values and interests of
organizations (e.g., stability; Wildavsky 1972).

Evaluations can lead to diverse patterns of policy-learning, with different implications in terms
of feed-back mechanisms and a potential restart of the policy process. One pattern would be that
successful policies will be reinforced; a pattern that forms the core idea of so-called pilot projects
(or model experiment), in which a particular measure is first introduced within a (territorial, sub-
stantive, or temporal) limited context and only extended if the evaluation is supporting. Prominent
examples range from school reforms, the introduction of speed limits (and related measures in the
field of transport policy), to the whole field of genetic engineering. However, instead of enhancing
evidence-based policy-making, pilot projects may represent tools that are utilized for purposes of
conflict avoidance; contested measures are not finally adopted but taken up as a pilot projects and
thereby postponed until the political mood is ripe for a more enduring course of action.

Evaluations could also lead to the termination of a policy. Reform concepts and management
instruments like Sunset Legislation and Zero-Based-Budgeting (ZBB) have been suggested as key
tools that encourage terminating prior policies in order to allow for new political priorities to ma-
terialize. ZBB is supposed to replace traditional incremental budgeting (the annual continuation of
budget items with minor cuts and increases reflecting political moods and distribution of power).
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Instead, a new budget should be developed for single policy areas (and the responsible agencies)
that expires at a predetermined date (sunset). All programs have to be periodically reassessed, de-
signed, and budgeted. While ZBB proved to be overtly rationalistic and technocratic and, therefore,
remained a short-lived reform idea, the notion of sunset legislation has regained more widespread
currency (at least on the level of reform debates) since the mid-1990s in connection with the so-
called regulatory policy agenda (OECD 2002).

The primary idea of policy termination—a policy problem has been solved or the adopted
policy measures have been recognized to be ineffective in dealing with the set policy goals—seems
rather difficult to enforce under real-world conditions of policy-making (see Bardach 1976; Behn
1978; deLeon 1978; Kaufman 1976). Rather large-scale budget cuts (e.g., related to subsidies) or
windows of opportunity (e.g., changing governments, public sentiments) could trigger policy ter-
mination (Geva-May 2004). These processes are frequently connected with partisan motivations,
like the implementation of election promises (see the change in energy policy introduced at the
beginning of President George W. Bush’s first term, or the first Schroder government’s withdrawal
of pension reforms introduced by the Kohl-Government in Germany).

However, the literature on policy termination suggests that attempts of policy termination
are neither widespread nor successful in overcoming resistance of influential actors, allowing for
the growth of a “Jurassic Park of programs” (Pollitt 2003, 113). Studies of policy termination,
therefore, are frequently concerned with why policies and programs “live on” although they have
“outlived their usefulness” (Geva-May 2004, 309). Counter-strategies against termination efforts
range from window-dressing activities (instead of substantial changes) to the formation of cross-
cutting anti-termination coalitions formed by beneficiaries of programs (e.g., delivery agencies,
affected interest groups, local politicians; Bardach 1976). These coalitions can rely on a compara-
tive advantage, because they are easier able to overcome collective action problems than any pro-
termination coalition (given the threat of a potential loss of resources provided by the policy). In
addition, politicians face greater incentives towards the declaration of new programs rather than
the termination of old ones that include the admission of failures. The short-term political, as well
as financial, costs of termination may outweigh the long-term benefits (cf. Bardach 1979; deLeon
1978; Geva-May 2004).

Apart from cases of unsuccessful termination, dynamic developments of policy booms (Dun-
leavy, 1986) as well as phenomena of extinction and reversal (Hood 1994) are alternative patterns
of policy development. Among the most important variables accounting for policy reversals (the
most important ones being economic policy changes since the late 1970s) are changing ideas and
political coalitions supporting a new packaging of policy problems and solutions.

Overall, the analysis of the final stage of the policy cycle has witnessed a substantial depar-
ture from its initial focus on evaluation towards wider issues of policy change and inertia and the
variables affecting these patterns.

CRITIQUE

While the numerous empirical studies and theoretical debates concerned with single stages of the
policy cycle have substantially contributed to a better understanding of the prerequisites, elements,
and consequences of policy-making, they also have triggered a rising critique challenging the under-
lying policy cycle framework. This critique is primarily questioning the analytical differentiation of
the policy process into separate and discrete stages and sequences. As mentioned above, implemen-
tation research has played a crucial role in preparing the ground for that critique; implementation
studies revealed that a clear-cut separation between policy formation and implementation is hardly
reflecting real-world policy-making, neither in terms of any hierarchical or chronological sequence
(first formation, then implementation), nor in terms of the involved actors.
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Starting from empirical observations referring to single aspects of the cycle model an increas-
ingly fundamentalist critique evolved, challenging the whole cycle framework. The approach was
named, rather polemically, the textbook approach (Nakamura 1987). While the role of the stages
heuristic in transforming political research and allowing the analysis of different stages of the policy
process involving various institutional actors has been acknowledged even by its fiercest critics, it
is said that the model has outlived its usefulness and should be replaced by more advanced models
(Sabatier 1999). According to Sabatier, the uncritical application of the stages model prevents
scientific progress rather than promotes it. Calls for the utilization of alternative frameworks and
theories have criticized the stage heuristic in particular on these grounds (cf. Sabatier 1999; Sabatier,
Jenkins-Smith, 1993):

» With regard to description, the stages model is said to suffer from descriptive inaccuracy be-
cause empirical reality does not fit with the classification of the policy process into discrete
and sequential stages. Implementation, for example, affects agenda-setting; or a policy will be
reformulated while some field agencies try to enforce ambiguous programs; or policy termina-
tion has to be implemented. In a number of cases it is more or less impossible, or at least not
useful, to differentiate between stages. In other cases, the sequence is reversed; some stages
miss completely or fall together.

* In terms of its conceptual value, the policy cycle lacks defining elements of a theoretical
framework. In particular, the stages model does not offer causal explanations for the transition
between different stages. Hence, studies of particular stages draw on a number of different
theoretical concepts that have not been derived from the cycle framework itself. The specific
models developed to explain processes within single stages were not connected to other ap-
proaches referring to other stages of the policy cycle.

The policy cycle is based on an implicit top-down perspective, and as such, policy-making will be
framed as a hierarchical steering by superior institutions. And the focus will always be on single
programs and decisions and on the formal adoption and implementation of these programs. The
interaction between diverse programs, laws, and norms and their parallel implementation and evalu-
ation does not gain the primary attention of policy analysis.

Moreover, by adopting the policy cycle perspective, the elements of the policy process that are
not related to problem-solving activities are systematically ignored. Symbolic or ritual activities and
activities purely related to the maintenance of power (Edelman 1971) do not feature in the stages
model. However, rather than being the main objective of political action, policy-making frequently
results as a by-product of politics. While the political process could be analyzed in terms of its
impact on problem-solving, this should not be confused with an interpretation that regards actors
as primarily taking a problem-solving orientation. Finally, the policy cycle framework ignores the
role of knowledge, ideas and learning in the policy process as influential independent variables af-
fecting all stages of the policy process (and not only in the evaluation stage).

Overall, the cycle framework leads toward an oversimplified and unrealistic world-view.
Policy-making appears to be too straightforward; the whole process is reduced to initiating and
continuing programs. As mentioned earlier, the role of prior policies in shaping policy-making as
well as the interaction between diverse cycles, stages and actors is not systematically taken into
account. However, a central feature of the policy process in modern societies is the interaction be-
tween policy-related activities at different levels (local, regional, national, inter- and supranational)
and arenas (governmental, parliamentary, administrative, scientific communities, and the like) of
governance. Policies are constantly debated, implemented, enforced, and evaluated. For example,
environmental policy-making in the United States and in the European Union is not appropriately
understood without the acknowledgement of interaction between initiatives from the different levels
of government and without taking the impact of activities in other policy areas (e.g., transport, energy,
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or the wider economic policy) into account. Even the assumption of clearly defined and separated
policy subsystems seems to be unrealistic.

The fundamental critique of Sabatier and others has triggered the development of alternative
approaches beside. The advocacy coalition framework developed by Sabatier, the multiple-stream
framework, the institutional rational choice approach, policy diffusion models, and the punctuated
equilibrium theory are regarded as particularly promising alternative frameworks (see Sabatier
1999).

LIMITATIONS AND UTILITY OF THE POLICY CYCLE PERSPECTIVE

With that fundamental critique in mind, what would be an overall assessment of the limitations
and the utility of the policy cycle framework? First of all, most of the different single points of
criticism are reasonable. Like any framework, the cycle framework draws an extremely simplified
picture of reality, highlighting some aspects while disregarding others. Above all, the policy cycle
does not offer a causal model of the policy process with clearly defined dependent and independent
variables. Therefore, the policy cycle or stages perspective could, according to Sabatier, not act as
a theoretical framework of the policy process.

However, as Renate Mayntz has already emphasized in 1983, policy research is not only, and
frequently not primarily concerned with the application of the analytical scientific theory (analyt-
ische Wissenschafts-therorie) (testing hypothesis, causal relations between variables) (see the debate
on different logics of research in Brady and Collier 2004). Instead, the detailed and differentiated
understanding of the internal dynamic and peculiarities of complex processes of policy-making
counts as distinctive and relevant objectives of policy research (Mayntz 1983, 14).

Against these objectives, the policy cycle perspective has proven to provide an excellent heu-
ristic device. Studies following the policy cycle perspective have enhanced our understanding of
the complex preconditions, central factors influencing, and diverse outcomes of the policy process.
The diverse concepts developed in studies seeking to understand specific parts of the policy cycle
have offered a number of useful tools to classify various elements of the whole process. Hence,
the policy cycle perspective will continue to provide an important conceptual framework in policy
research, as long as the heuristic purpose of the framework is considered and the departure from
the hierarchical top-down perspective and the receptivity for other and new approaches in the wider
political science literature is taken into account.

The cycle framework also fulfils a vital role in structuring the vast amount of literature, the
abundance of theoretical concepts, analytical tools and empirical studies, and therefore is not
only crucial for teaching purposes (Parsons 1995, 80). The framework is also essential as a basic
(background) template for assessing and comparing the particular contributions (and omissions)
of more recent theories of the policy process. Therefore, the critique of the policy cycle, which is
centered on general criteria for frameworks, theories and models, neglects the crucial role of the
perspective in providing a base-line for the ‘communication’ between the diverse approaches in
the field. In that respect, we agree with Schlager (1999, 239, 258), who highlights the openness of
the cycle perspective for different theoretical and empirical interests in the field of policy studies
(and agree with the critique of any application of the cycle perspective as a theoretical framework
or model in a strict sense), but would add and emphasize the vital role of the cycle perspective for
the integration of the diverse literature.

Numerous empirical studies and theoretical considerations have been conducted along the
lines of single stages; these studies made important contributions not only to the policy literature,
but also to the wider political science literature. For example, the whole debate on (new forms of)
governance and the development from government to governance builds on results of and debates
within policy research (Jann 2003; Lodge and Wegrich 2005a, b). Research on implementation has
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prepared the ground for the governance debate by detecting non-hierarchical modes of governance
and patterns of co-governance between state and social actors, and through the recognition of the
crucial role of civil society (organizations) for policy delivery.

Central research questions in the academic policy literature as well as in applied research are
(more or less explicitly) still derived from the heuristic offered by the policy cycle framework. Ques-
tions concerning the actual impacts of particular interventions (evaluation) or concerned with the
consequences following from the results of evaluations (termination, new problem perception and
recognition) will remain important ones. The same applies to the other stages of the policy process;
of course, it is still of central importance if and why a policy drifts away from the original design
during implementation, or which actors are the most important ones in defining a policy problem
or during the formal adoption of a particular policy.

In terms of democratic governance and from the perspective of public administration research,
it remains of central relevance in which stage which actors are dominant and which are not. Which
role do parties, parliaments, the media, interest groups, single agencies, or scientific communities
play in defining which problems should be addressed or how laws should be applied and enforced?
Could it be that, contrary to our normative models, crucial policies are formulated without major
interference of elected politicians, which then are only capable to initiate minor adaptations dur-
ing implementation? The risk exists that empirical findings concerning the complex policy pro-
cess—pictured as a densely entangled space in which numerous parallel processes operate with
frequent interactive feedback loops—Ieads to the negligence of these central research questions
concerning actors’ different roles in the different stages of the policy process. Elected officials and
appointed bureaucrats, interest groups and corporations, and scientists and experts have different
responsibilities in democratic processes—and these roles are linked to the different stages of the
policy process, with the maturity of the respective policy.

Therefore, the policy cycle framework does not only offer a yardstick for the evaluation of the
(comparative) success or failure of a policy; it also offers a perspective against which the demo-
cratic quality of these processes could be assessed (without following the assumption of a simple,
discrete sequence and clear separation of stages). Additionally, the cycle framework allows the use
of different analytical perspectives and corresponding research questions that will stay among the
most important ones in policy research, although the stages heuristic of the policy cycle does not
offer a comprehensive causal explanation for the whole policy process and even if the fundamental
theoretical assumptions, on which initial versions of the framework were based, have long been left
behind; of course, it is still of central importance if and why a policy drifts away from the original
design during implementation. Similarly, it is still a relevant question, which actors are the most
important in defining a policy problem or formally adopting a particular policy.
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5 Agenda Setting in Public Policy

Thomas A. Birkland

In The Semisovereign People, E. E. Schattschneider asserts, “the definition of the alternatives is the
supreme instrument of power” (Schattschneider 1960/1975, 66). The definition of alternative issues,
problems, and solutions is crucial because it establishes which issues, problems, and solutions will
gain the attention of the public and decision makers and which, in turn, are most likely to gain
broader attention. This chapter considers the processes by which groups work to elevate issues on
the agenda, or the process by which they seek to deny other groups the opportunity to place issues.
Of particular importance is the fact that is not merely issues that reach the agenda, but the construc-
tion or interpretation of issues competes for attention. The discussion is organized into four major
parts. In the first, I review the agenda-setting process and our conceptions of how agendas are set.
In the second part, I consider the relationships between groups, power, and agenda setting. In the
third part, I discuss the relationship between the construction of problems and agenda setting. I
conclude this chapter with a discussion of contemporary ways of measuring and conceiving of the
agenda as a whole and the composition of the agenda.

THE AGENDA-SETTING PROCESS

Agenda setting is the process by which problems and alternative solutions gain or lose public and
elite attention. Group competition to set the agenda is fierce because no society or political institu-
tions have the capacity to address all possible alternatives to all possible problems that arise at any
one time (Hilgartner and Bosk 1988). Groups must therefore fight to earn their issues’ places among
all the other issues sharing the limited space on the agenda or to prepare for the time when a crisis
makes their issue more likely to occupy a more prominent space on the agenda. Even when an issue
gains attention, groups must fight to ensure that their depiction of the issue remains in the forefront
and that their preferred approaches to the problem are those that are most actively considered. They
do so for the reasons cited by Schattschneider: the group that successfully describes a problem
will also be the one that defines the solutions to it, thereby prevailing in policy debate. At the same
time, groups fight to keep issues off the agenda; indeed, such blocking action is as important as the
affirmative act of attempting to gain attention (Cobb and Ross 1997).

Central to understanding agenda setting is the meaning of the term agenda. An agenda is a
collection of problems, understandings of causes, symbols, solutions, and other elements of public
problems that come to the attention of members of the public and their governmental officials. An
agenda may be as concrete as a list of bills that are before a legislature, but also includes a series
of beliefs about the existence and magnitude of problems and how they should be addressed by
government, the private sector, nonprofit organizations, or through joint action by some or all of
these institutions.

Agendas exist at all levels of government. Every community and every body of government—
Congress, a state legislature, a county commission—has a collection of issues that are available for
discussion and disposition, or that are being actively considered. All these issues can be categorized
based on the extent to which an institution is prepared to make an ultimate decision to enact and
implement or to reject particular policies. Furthest from enactment are issues and ideas contained
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in the systemic agenda, in which is contained any idea that could possibly be considered by par-
ticipants in the policy process. Some ideas fail to reach this agenda because they are politically
unacceptable in a particular society; large-scale state ownership of the means of production, for
example, is generally off the systemic agenda in the United States because it is contrary to existing
ideological commitments.

It is worthwhile to think of several levels of the agenda, as shown in Figure 5.1. The largest
level of the agenda is the agenda universe, which contains all ideas that could possibly be brought
up and discussed in a society or a political system. In a democracy, we can think of all the possible
ideas as being quite unconstrained, although, even in democracies, the expression of some ideas is
officially or unofficially constrained. For example, in the United States, aggressively racist and sexist
language is usually not tolerated socially in public discourse, while Canada has laws prohibiting hate
speech and expression. Canada’s laws are unlikely to be copied and enacted in the United States
because they would likely conflict with the First Amendment of the United States Constitution. But
laws may not be the most effective way of denying ideas access to the agenda. Social pressure and
cultural norms are probably more important. Thus, ideas associated with communism or fascism
are so far out of bounds of politically appropriate discourse in the United States that they rarely are
expressed beyond a fringe group of adherents. Indeed, sometimes people paint policy ideas with
terms intended to place these ideas outside the realm of acceptable discussion. For example, health
care reforms that would involve an increase in government activity are often dismissed as social-
ized medicine, with the threat of “socialism” invoked to derail the idea. In a democracy that prizes
freedom of speech, however, many ideas are available for debate on the systemic agenda, even if
those ideas are never acted upon by governments.

Agenda Universe

Systemic Agenda

Institutional Agenda

Groups
that
oppose
change
seek to
block
issues from
advancing
on the
agenda

Decision Agenda

Groups seeking
policy change seek
to advance issues
closer to the
decision agenda

FIGURE 5.1 Levels of the Agenda.
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Cobb and Elder say that “the systemic agenda consists of all issues that are commonly perceived
by members of the political community as meriting public attention and as involving matters within
the legitimate jurisdiction of existing governmental authority.” The boundary between the systemic
agenda and the agenda universe represents the limit of “legitimate jurisdiction of existing govern-
mental authority” (Cobb and Elder 1983, 85). That boundary can move in or out to accommodate
more or fewer ideas over time. For example, ideas to establish programs to alleviate economic
suffering have waxed and waned on the agenda when the national mood is more expansive toward
the poor, as it was during the 1960s, or less compassionate, as during the 1990s.

If a problem or idea is successfully elevated from the systemic agenda, it moves to the institu-
tional agenda, a subset of the broader systemic agenda. The institutional agenda is “that list of items
explicitly up for the active and serious consideration of authoritative decision makers” (Cobb and
Elder 1983, 85-86) The limited amount of time or resources available to any institution or society
means that only a limited number of issues is likely to reach the institutional agenda (Hilgartner
and Bosk 1988; O’Toole 1989). However, institutions can increase their carrying capacity and can
address more issues simultaneously (Baumgartner and Jones 2004; Talbert and Potoski 2002), either
when there are many pressing issues, or when resources or technology are available to manage this
increased load.

Even with this increased carrying capacity, however, relatively few issues will reach the decision
agenda, which contains items that are about to be acted upon by a governmental body. Bills, once
they are introduced and heard in committee, are relatively low on the decision agenda until they are
reported to the whole body for a vote. Notices of proposed rule making in the Federal Register are
evidence of an issue or problem’s elevation to the decision agenda in the executive branch. Conflict
may be greatest at this stage, because when a decision is reached at a particular level of government,
it may trigger conflict that expands to another or higher level of government. Conflict continues
and may expand; this expansion of conflict is often a key goal of many interest groups. The goal of
most contending parties in the policy process is to move policies from the systemic agenda to the
institutional agenda, or to prevent issues from reaching the institutional agenda. Figure 5.1 implies
that, except for the agenda universe, the agenda and each level within it are finite, and no society
or political system can address all possible alternatives to all possible problems that arise at any
time. While the carrying capacity of the agenda may change, the agenda carrying capacity of any
institution ultimately has a maximum bound, which means that interests must compete with each
other to get their issues and their preferred interpretations of these issues on the agenda.

Even when a problem is on the agenda, there may be a considerable amount of controversy and
competition over how to define the problem, including the causes of the problem and the policies
that would most likely solve the problem. For example, after the 1999 Columbine High school shoot-
ings, the issue of school violence quickly rose to national prominence, to a much greater extent than
had existed after other incidents of school violence. So school violence was on the agenda: the real
competition then became between depictions of school violence as a result of, among other things,
lax parenting, easy access to guns, lack of parental supervision, or the influence of popular culture
(TV, movies, video games) on high school students. This competition over why Columbine happened
and what could be done to prevent it was quite fierce, more so than the competition between school
violence and the other issues vying for attention at the time (Lawrence and Birkland 2004).

POLITICAL POWER IN AGENDA SETTING

The ability of groups—acting singly or, more often, in coalition with other groups—to influence
policy is not simply a function of who makes the most persuasive argument, either from a rhetorical
or empirical perspective. We know intuitively that some groups are more powerful than others, in
the sense that they are better able to influence the outcomes of policy debates. When we think of
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power, we might initially think about how people, governments, and powerful groups in society
can compel people to do things, often against their will. In a classic article in the American Politi-
cal Science Review, Peter Bachrach and Morton Baratz argue that this sort of power—the ability
of actor A to cause actor B to do things—is one of two faces of power. The other face is the ability
to keep a person from doing what he or she wants to do; instead of a coercive power, the second
face is a blocking power.

Of course power is exercised when A participates in the making of decisions that affect B.
But power is also exercised when A devotes his energies to creating or reinforcing social
and political values and institutional practices that limit the scope of the political process
to public consideration of only those issues which are comparatively innocuous to A. To
the extent that A succeeds in doing this, B is prevented, for all practical purposes, from
bringing to the fore any issues that might in their resolution be seriously detrimental to
A’s set of preferences. (Bachrach and Baratz 1962, 952)

In the first face of power, A participates in the making of decisions that affect B, even if B
does not like the decisions or their consequences. This is the classic sort of power that we see in
authoritarian or totalitarian regimes, but we can also see this sort of power in the United States and
other democracies, because there are many groups that have very little power to influence deci-
sions made on their behalf or even against their interests. Prisoners, for example, have little power
to influence the conditions of their sentencing and incarceration, while minors have little say in
policies made on their behalf or in their interests, such as policies influencing education or juvenile
justice. This is not to say that other people and groups do not speak for prisoners or minors. But
these spokespeople are working on behalf of groups that are either constructed as “helpless” or
“deviant” (Schneider and Ingram 1993).

In the second face of power, A prevents B’s issues and interests from getting on the agenda
or becoming policy, even when actor B really wants these issues raised. Environmentalism, for
example, was, until the late 1960s and early 1970s, not a particularly powerful interest, and groups
that promote environmental protection found that their issues rarely made the agenda because these
issues in no way were those of the major economic and political forces that dominated decision
making. Not until the emergence of high-profile environmental crises, such as the revelation of
the problems with the pesticide DDT or the Santa Barbara oil spill of 1969, were these problems
coupled with broad-based group mobilization, thereby elevating these issues to where mainstream
actors paid attention to it. Even then, one can argue that actor A, representing the business and
industrial sector, bent but did not break on environmental issues and is still able to prevent B, the
environmental movement, from advancing broader (or radical, depending on one’s perspective)
ideas that could have a profound effect on the environment.

The blocking moves of the more powerful interests are not simply a function of A having
superior resources to B, although this does play a substantial role. In essence, we should not think
of the competition between actor A and actor B as a sporting event on a field, with even rules, be-
tween two teams, one vastly more powerful than the other. Rather, the power imbalance is as much
a function of the nature and rules of the policy process as it is a function of the particular attributes
of the groups or interests themselves. As Schattschneider explains:

All forms of political organization have a bias in favor of the exploitation of some kinds
of conflict and the suppression of others because organization is the mobilization of bias.
Some issues are organized into politics while others are organized out. (Schattschneider
1960/1975, 71)
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In other words, some issues are more likely to reach the agenda because the bias of the politi-
cal system allows them to be raised, while others are, according to the bias of the system, unfit
for political consideration. Housing, education, a job, or health care are not provided as a matter
of right in America because the bias of the American political system rests on cultural values of
self-reliance, which means that the United States lags behind other nations in the state provision
of these services. This bias is not static or God-given, but changes rather slowly as some interests
oppose the provision of these things as a matter of right.

Other scholars of political power have conceived of a third face of power, which differs
substantially from the second face of power in that large groups of people who objectively have a
claim that they are disadvantaged remain quiescent—that is, passive—and fail to attempt to exert
their influence, however small, on policy making and politics. This is the story John Gaventa
tells in his book Power and Powerlessness (1980, 168). Gaventa explains why a community of
Appalachian coal miners remained under the repressive power of a British coal mining com-
pany and the local business and social elite. As Harry G. Reid (1981) notes, Gaventa takes on
the traditional idea that political participation in Appalachia is low because of the people’s own
shortcomings, such as low educational attainment and poverty. Rather, in the third face of power,
social relationships and political ideology are structured over the long term in such a way that
the mining company, remains dominant and the miners cannot conceive of a situation in which
they can begin to participate in the decisions that directly affect their lives. When the miners
show some signs of rebelling against the unfair system, the dominant interests are able to ignore
pressure for change. In the long run, people may stop fighting as they become and remain alienated
from politics; quiescence is the result.

This necessarily brief discussion of the idea of power is merely an overview of what is a very
complex and important field of study in political science in general. It is important to us here because
an understanding of power helps us understand how groups compete to gain access to the agenda
and to deny access to groups and interests that would damage their interests.

GROUPS AND POWER IN AGENDA SETTING

E. E. Schattschneider’s theories of group mobilization and participation in agenda setting rest on
his oft-cited contention that issues are more likely to be elevated to agenda status if the scope of
conflict is broadened. There are two key ways in which traditionally disadvantaged (losing) groups
expand the scope of conflict. First, groups go public with a problem by using symbols and images
to induce greater media and public sympathy for their cause. Environmental groups dramatize
their causes by pointing to symbols and images of allegedly willful or negligent humanly caused
environmental damage.

Second, groups that lose in the first stage of a political conflict can appeal to a higher deci-
sion-making level, such as when losing parties appeal to state and then federal institutions for an
opportunity to be heard, hoping that in the process they will attract others who agree with them and
their cause. Conversely, dominant groups work to contain conflict to ensure that it does not spread
out of control. The underlying theory of these tendencies dates to Madison’s defense, in Federalist
10, of the federal system as a mechanism to contain political conflict.

Schattschneider’s theories of issue expansion explain how in-groups retain control over problem
definition and the way such problems are suppressed by dominant actors in policy making. These
actors form what Baumgartner and Jones (1993, 142) call policy monopolies, which attempt to keep
problems and underlying policy issues low on the agenda. Policy communities use agreed-upon
symbols to construct their visions of problems, causes, and solutions. As long as these images and
symbols are maintained throughout society, or remain largely invisible and unquestioned, agenda
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access for groups that do not share these images is likely to be difficult; change is less likely until the
less powerful group’s construction of the problem becomes more prevalent. If alternative selection
is central to the projection of political power, an important corollary is that powerful groups retain
power by working to keep the public and out-groups unaware of underlying problems, alternative
constructions of problems, or alternatives to their resolution. This argument reflects those made
by elite theorists such as C. Wright Mills (1956) and E. E. Schattschneider himself, who famously
noted that ’the flaw in the pluralist heaven is that the heavenly chorus sings with a strong upper-
class accent” (1960/1975, 35) This does not deny the possibility of change, but acknowledges that
change is sometimes slow in coming and difficult to achieve.

OVERCOMING Power DEFICITS TO ACCESS THE AGENDA

Baumgartner and Jones argue that when powerful groups lose their control of the agenda, less
powerful groups can enter policy debates and gain attention to their issues. This greater attention to
the problem area tends to increase negative public attitudes toward the status quo, which can then
produce lasting institutional and agenda changes that break up policy monopolies.

There are several ways in which groups can pursue strategies to gain attention to issues,
thereby advancing issues on the agenda. The first set of ways for less advantaged interest groups to
influence policy making relates to Kingdon’s streams metaphor of agenda change (Kingdon 1995).
“Windows of opportunity” for change open when two or more streams—the political, problem,
or policy streams—are coupled. In the political stream, electoral change can lead to reform move-
ments that give previously less powerful groups an opportunity to air their concerns. An example is
policy making during the Lyndon Johnson administration’s Great Society program, which contained
a package of policies that sought to attack poverty, poor health, racial discrimination, and urban
decline, among other problems. This package of programs was made possible by an aggressively
activist president and a large Democratic majority in the Congress, the result of the Democratic
landslide of 1964.

Second, changes in our perception of problems will also influence the opening of a “window
of opportunity” for policy change. In the 1930s, people began to perceive unemployment and eco-
nomic privation not simply as a failure of individual initiative, but as a collective economic problem
that required governmental solutions under the rubric of the New Deal. In the 1960s and 1970s,
people began to perceive environmental problems, such as dirty air and water and the destruction
of wildlife, not as the function of natural processes but as the result of negative human influences
on the ecosystem. And, third, changes in the policy stream can influence the opening of the window
of opportunity. In the 1960s, poverty and racism were seen as problems, but were also coupled with
what were suggested as new and more effective policies to solve these problems, such as the Civil
Rights Acts, the Voting Rights Act, and the War on Poverty.

Lest we think that all this change is in the liberal direction, it is worth noting that other periods
of change, notably the Reagan administration, were also characterized by the joining of these streams.
These include changes in the political stream (more conservative legislators, growing Republican
strength in the South, the advent of the Christian right as a political force), the problem stream
(government regulation as cause, not the solution, of economic problems, American weakness in
foreign affairs), and the policy stream (ideas for deregulation and smaller government, increased
military spending and readiness) that came together during the first two years of the Reagan ad-
ministration. These factors help explain policies favoring increased military spending, an increase
in attention to moral issues, and a decrease in spending on social programs.

In each of these instances, it took group action to press for change. Groups worked to shine the
spotlight on issues because, as Baumgartner and Jones argue, increased attention is usually negative
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attention to a problem, leading to calls for policy change to address the problems being highlighted.
But the simple desire to mobilize is not enough. Groups sometimes need a little help to push issues
on the agenda; this help can come from changes in indicators of a problem or focusing events that
create rapid attention. And groups often need to join forces to create a more powerful movement
than they could create if they all acted as individuals.

GRrouP COALESCENCE AND STRATEGIES FOR CHANGE

A major shortcoming of elite theory and of power theories is that some interests simply accept their
fate and give elite groups relatively little trouble. Related to this is the assumption that the elite is
somehow a monolith, single-mindedly marching toward the same class-related goals. Neither of
these assumptions is true. Less advantaged interests in the United States can enter policy disputes
without inviting the wrath of the state; their major risk is irrelevance or impotence. And powerful
social and economic interests often conflict with each other, such as when producers of raw mate-
rials, such as oil and steel, want to raise prices and producers of goods that use these inputs, such
as automobile makers, seek to keep raw material costs low, or when broadcasters battle powerful
values interests over the content of music, movies, or television. Within industries, vicious battles
over markets and public policy can result, as in the ongoing legal and economic battles between
Microsoft and its rivals, or between major airlines and discount carriers (Birkland and Nath 2000).
And many movements that seek policy change are led by people whose socioeconomic condition
and background are not vastly different from that of their political opponents. In this section, we
will review how less advantaged interests, led by bright and persistent leaders, can and sometimes
do overcome some of their power deficits.

The first thing to recognize about pro-change groups is that they, like more powerful interests,
will often coalesce into advocacy coalitions. An advocacy coalition is a coalition of groups that
come together based on a shared set of beliefs about a particular issue or problem (see Hank Jenkins
Smith’s chapter in this volume). These are not necessarily these groups’ core belief systems; rather,
groups will often coalesce on their more peripheral beliefs, provided that the coalition will advance
all groups’ goals in the debate at hand.

This is one way in which the dynamics of groups and coalitions can work to break down the
power of dominant interests. This strength in numbers results in greater attention from policy mak-
ers and greater access to the policy-making process, thereby forming what social scientists call
countervailing power against the most powerful elites. But where should a group begin to seek to
influence policy once it has formed a coalition and mobilized its allies and members? This question
is addressed by Baumgartner and Jones in their discussion of “venue shopping” (Baumgartner and
Jones 1993, 31).

Venue shopping describes the efforts groups undertake to gain a hearing for their ideas and
grievances against existing policy (e.g., Pralle 2003). A venue is a level of government or institu-
tion in which the group is likely to gain the most favorable hearing. We can think of venues in
institutional terms—Ilegislative, executive, or judicial—or in vertical terms—federal, state, local
government. The news media are also a venue, and even within a branch of government, there are
multiple venues.

Groups can seek to be witnesses before congressional committees and subcommittees where
the chair is known to be sympathetic to their position or at least open-minded enough to hear their
case. This strategy requires the cooperation of the leadership of the committee or subcommittee,
and unsympathetic leaders will often block efforts to include some interests on witness lists. But
the many and largely autonomous committees and subcommittees in Congress allow groups to
venue shop within Congress itself, thereby increasing the likelihood that an issue can be heard.
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After a major focusing event (discussed below), it is particularly hard to exclude aggrieved parties
from a congressional hearing, and members whose support was formerly lukewarm may be more
enthusiastic supporters when the magnitude of a problem becomes clearer.

Groups that cannot gain a hearing in the legislative branch can appeal to executive branch
officials. For example, environmentalists who cannot get a hearing in the House Resources Committee
may turn to the Environmental Protection Agency, the Fish and Wildlife Service, the various agen-
cies that compose the Department of the Interior, and other agencies that may be more sympathetic
and might be able to use existing legal and regulatory means to advance environmental goals. Or
the environmentalists may choose to raise their issues at the state level. While an appeal to these
agencies may raise some conflict with the legislative branch, this tactic can at least open doors for
participation by otherwise excluded groups. Groups often engage in litigation as a way to get their
issues on the agenda, particularly when other access points are closed to the group.

Groups may seek to change policies at the local or state level before taking an issue to the federal
government, because the issue may be easier to advance at the local level or because a grass-roots
group may find it can fight on an equal footing with a more powerful group. This often happens in
NIMBY (not in my back yard) cases, such as decisions on where to put group homes, cell phone
towers, expanded shopping centers, power plants, and the like. And, of course, groups sometimes
must address issues at the state and local level because these governments have the constitutional
responsibility for many functions not undertaken by the federal government, such as education or,
as became clear in the same-sex marriage issue in 2003 and 2004, the laws governing marriage.
In this example, it’s clear that gay rights groups have adopted a state by state or even more local
strategy because it makes no sense to seek change at the federal level.

On the other hand, groups may expand conflict to a broader level—from the local level to the
state level, or from the state to federal level—when they lose at the local level. E. E. Schattschneider
calls this “expanding the scope of conflict.” This strategy sometimes works because expanding the
scope of conflict often engages the attention of other actors who may step in on the side of the less
powerful group. An example of the expanding scope of conflict is the civil rights movement, which
in many ways was largely confined to the South until images of violent crackdowns on civil rights
protesters became more prominent on the evening news, thereby expanding the issue to a broader
and somewhat more sympathetic public. Indeed, groups often seek media coverage as a way of
expanding the scope of conflict. Media activities can range from holding news conferences to mo-
bilizing thousands of people in protest rallies. Sometimes an issue is elevated to greater attention
by the inherent newsworthiness of the event, without preplanning by the protest groups, such as the
just-cited example of media coverage of civil rights protests.

Finally, gaining a place on the agenda often relies on coalescing with other groups, as was
discussed earlier. Many of the great social movements of our time required that less powerful in-
terests coalesce. Even the civil rights movement involved a coalition, at various times, with antiwar
protestors, labor unions, women’s groups, antipoverty workers, and other groups who shared an
interest in racial equality. By coalescing in this way, the voices of all these interests were multiplied.
Indeed, the proliferation of interest groups since the 1950s has resulted in greater opportunities for
coalition building and has created far greater resources for countervailing power.

Before concluding this discussion, we must recognize that elevating issues on the agenda in
hopes of gaining policy change is not always resisted by political elites. Cobb and Elder (1983)
argue that, when political elites seek change, they also try to mobilize publics to generate mass
support for an issue, which supports elite efforts to move issues further up the agenda. Such efforts
can constitute either attempts to broaden the influence of existing policy monopolies or attempts
by some political elites (such as the president and his staff) to circumvent the policy monopoly
established by interest groups, the bureaucracy, and subcommittees (the classic iron triangle model).
The president or other key political actors may be able to enhance the focusing power of an event
by visiting a disaster or accident scene, thereby affording the event even greater symbolic weight.
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THE SOCIAL CONSTRUCTION OF PROBLEMS AND ISSUES

Problems can be defined and depicted in many different ways, depending on the goals of the
proponent of the particular depiction of a problem and the nature of the problem and the political
debate. The process of defining problems and of selling a broad population on this definition, is
called social construction. Social construction refers to the ways in which we as a society and the
various contending interests within it structure and tell the stories about how problems come to be
the way they are. A group that can create and promote the most effective depiction of an issue has
an advantage in the battle over what, if anything, will be done about a problem.

At the same time, there remain many social problems that people believe should be solved
or, at least, made better. Poverty, illiteracy, racism, immorality, disease, disaster, crime, and any
number of other ills will lead people and groups to press for solutions. Often, these social problems
require that governmental action be taken because services required to alleviate public problems
that are not or cannot be addressed by private actors are public goods that can primarily be provided
by government actors. While in the popular mind, and often in reality, economic and social con-
servatives believe in limited government activity, these conservatives also believe there are public
goods, such as regulation of securities markets, road building, national defense, and public safety,
that are most properly addressed by government. In the end, though, it is probably best to think
about problems by thinking first about a clear definition of the problem itself, before concerning
ourselves with whether public or private actors must remedy the problem. Beyond this, whether a
problem really is a problem at all is an important part of political and policy debate: merely stat-
ing a problem is not enough, one must persuade others that the problem exists or that the problem
being cited is the real problem.

The way a problem is defined is an important part of this persuasive process and is important in
the choice of solutions. The social construction of a problem is linked to the existing social, political,
and ideological structures at the time. Americans still value individual initiative and responsibility,
and therefore make drinking and driving at least as much a matter of personal responsibility as
social responsibility. The same values of self-reliance and individual initiative are behind many of
our public policies, dealing with free enterprise, welfare, and other economic policies. These values
differentiate our culture from other nations’ cultures, where the community or the state takes a more
important role. In those countries, problems are likely to be constructed differently, and different
policies are the result.

CONDITIONS AND PROBLEMS

Conditions—that is, things that exist that are bothersome but about which people and governments
cannot do anything—can develop over time into problems as people develop ways to address these
conditions. A classic example is polio: until Dr. Jonas Salk developed the polio vaccine, millions
of children and their parents lived in fear of this crippling disease. Without the polio vaccine, this
disease was simply a dreaded condition that could perhaps be avoided (people kept their kids away
from swimming pools, for example, to avoid contracting polio) but certainly not treated or prevented
without very high social costs. With the vaccine, polio became a problem about which something
effective could be done.

When people become dependent on solutions to previously addressed problems, then the in-
terruption of the solution will often constitute a major problem, resulting in efforts to prevent any
such interruptions. One hundred and fifty years ago, electricity as public utility did not exist; today,
an interruption in the supply of electricity and other utilities is a problem that we believe can be
ameliorated—indeed, we believe it should never happen at all! An extreme example is the power
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outage that struck Auckland, New Zealand, in February 1998. The outage lasted for over ten days,
closing businesses, forcing evacuations of apartments due to water and sewer failures, and ending
up costing New Zealanders millions of dollars. The cause of the outage was the failure of overtaxed
power cables; regardless of its cause, people do not expect, nor lightly tolerate, the loss of something
taken for granted for so long. Indeed, while the blackouts that struck eight eastern states and two
Canadian provinces in August 2003 lasted hours, not days, for most locations, but led to significant
social and economic disruption as elevators failed, subways ceased to work, computer systems shut
down, and all the modern features on which urban societies rely were unavailable.

Many problems are not as obvious and dramatic as these. After all, it did not take a lot of argu-
ment to persuade those evacuated from their apartments or those who spent the night in their offices
because subways and trains didn’t work that there was some sort of problem. But other problems are
more subtle, and people have to be persuaded that something needs to be done; still more persuasion
may be necessary to induce a belief that government needs to do something about a problem.

SYMBOLS

Because a hallmark of successful policy advocacy is the ability to tell a good story, groups will use
time-tested rhetorical devices, such as the use of symbols, to advance their arguments. A symbol
is “anything that stands for something else. Its meaning depends on how people interpret it, use it,
or respond to it” (Stone 2002, 137). Politics is full of symbols—some perceived as good, others
as bad, and still others as controversial. Some symbols are fairly obvious: the American flag, for
example, is generally respected in the United States, while flying a flag bearing the Nazi swastika
just about anywhere in the world is considered, at a minimum, to be in poor taste, and, indeed, is
illegal in many countries.

Deborah Stone outlines four elements of the use of symbols. First, she discusses narrative
stories, which are stories told about how things happen, good or bad. They are usually highly sim-
plified and offer the hope that complex problems can be solved with relatively easy solutions. Such
stories are staples of the political circuit, where candidates tell stories about wasteful bureaucrats
or evil businessmen or lazy welfare cheats to rouse the electorate to elect the candidate, who will
impose a straightforward solution to these problems. Stories are told about how things are getting
worse or declining, in Stone’s term, or how things were getting better until something bad happened
to stop progress, or how “change-is-only-an-illusion” (142). An example of this last is the stories
told on the campaign trail and on the floor of the legislature in which positive economic indicators
are acknowledged but are said not to reflect the real problems that real people are having.

Helplessness and control is another common story of how something once could not be done
but now something can be done about an issue or problem. This story is closely related to the con-
dition/problem tension.

Often used in these stories is a rhetorical device called synecdoche (sin-ECK’-do-key), “a
figure of speech in which the whole is represented by one of its parts” (Stone 2002, 145). Phrases
such as “a million eyes are on the Capitol today” represent great attention to Congress’s actions on
a particular issue. In other cases, people telling stories about policy use anecdotes or prototypical
cases to explain an entire phenomenon. Thus, as Stone notes, the idea of the cheating “welfare
queen” took hold in the 1980s, even though such people represented a small and atypical portion
of the welfare population. Related to such stories are horror stories of government regulation run
amok. Such stories are usually distorted: Stone cites the example of how those opposed to industry
regulation claimed that the Occupational Safety and Health Administration (OSHA) “abolished
the tooth fairy” by requiring that dentists discard any baby teeth they pulled; the actual regulation
merely required that appropriate steps be taken to protect health workers from any diseases that
may be transmitted in handling the teeth.
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TABLE 5.1
Types of Causal Theories with Examples
Consequences
Actions Intended Unintended
Unguided Mechanical cause Accidental cause
intervening agents nature
brainwashed people weather
machines that perform as earthquakes
designed, but cause harm machines that run amok
Purposeful Intentional cause Inadvertent cause

oppression

conspiracies that work
programs that work as
intended, but cause harm

intervening conditions
unforeseen side effects
avoidable ignorance
carelessness

73

omission

Source: Stone 2002

CAUSAL STORIES

An important part of story telling in public policy is the telling of causal stories.> These stories
attempt to explain what caused a problem or an outcome. These stories are particularly important in
public policy making, because the depiction of the cause of a problem strongly suggests a solution
to the problem. In general, Stone divides causal stories into four categories: mechanical causes, acci-
dental causes, intentional causes, and inadvertent causes. These examples are shown in Table 5.1.

INDICATORS, FOCUSING EVENTS, AND AGENDA CHANGE

John Kingdon discusses changes in indicators and focusing events as two ways in which groups
and society as a whole learn of problems in the world. Changes in indicators are usually changes
in statistics about a problem; if the data various agencies and interests collect indicate that things
are getting worse, the issue will gain considerable attention. Examples include changes in unem-
ployment rates, inflation rates, the gross domestic product, wage levels and their growth, pollution
levels, crime, student achievement on standardized tests, birth and death rates, and myriad other
things that sophisticated societies count every year.

These numbers by themselves do not have an influence over which issues gain greater attention
and which fall by the wayside. Rather, the changes in indicators need to be publicized by interest
groups, government agencies, and policy entrepreneurs, who use these numbers to advance their
preferred policy ideas. This is not to say that people willfully distort statistics; rather, it means that
groups will often selectively use official statistics to suggest that problems exist, while ignoring
other indicators that may suggest that no such problem exists. The most familiar indicators, such
as those reflecting the health of the economy, almost need no interpretation by interest groups or
policy entrepreneurs—when unemployment is up and wages lag behind inflation, the argument is
less about whether there is an economic problem but, rather, what to do about it. But even then, the
choice of which indicator to use is crucial: in the 2004 presidential campaign, the Bush administra-
tion focused on the relatively low national unemployment rate, while the Kerry campaign focused
on the numbers of jobs that had allegedly been lost between 2001 and 2004. These are two rather
different ways of measuring a similar problem.
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An example of indicators used by less advantaged groups to advance claims for greater
equity is the growing gap between rich and poor in the United States. According to the Statisti-
cal Abstract of the United States (United States Department of Commerce, 1999 #3110, table
742), in 1970, those households making $75,000 or more per year, in constant (1997) dollars,
comprised 9 percent of all American households; by 1997, this group had doubled its share to 18.4
percent of all households. Where did the other groups shrink to make up this difference? The
middle categories, those earning between $25,000 and $49,999, saw their share decrease from
37.2 percent of households in 1970 to 29.6 percent. This kind of evidence is used to argue that
the rich are getting richer, while the middle class and, to some extent, the lowest economic classes
are worse off in terms of their share of the wealth (see, for example, Phillips, 1990). While these
numbers are not in great dispute, the meaning of the numbers is in dispute, and the numbers have
not had much of an impact on public policy. Indeed, these trends were accelerated with the tax
cuts implemented under the Bush administration, which tended to benefit the wealthy more than
middle-class and lower-class workers. On the other hand, indicators of educational attainment do
have an impact on the agenda, causing periodic reform movements in public education. This is due,
in large part, to the activism of the very influential teachers’ unions, parent-teacher associations,
and other groups that use these indicators to press for greater resources for schools. In the end, the
numbers have to be interpreted by groups and advanced on the agenda in order to induce mass and
policy maker attention.

Focusing events are somewhat different. Focusing events are sudden, relatively rare events that
spark intense media and public attention because of their sheer magnitude or, sometimes, because
of the harm they reveal (Birkland 1997). Focusing events thus attract attention to issues that may
have been relatively dormant. Examples of focusing events include terrorist attacks (September 11,
2001 was, certainly, a focusing event), airplane accidents, industrial accidents such as factory fires
or oil spills, large protest rallies or marches, scandals in government, and everyday events that gain
attention because of some special feature of the event. Two examples of the latter are the alleged
beating of motorist Rodney King by the Los Angeles Police Department in the early 1990s and O.
J. Simpson’s murder trial in 1995; the Rodney King incident was noteworthy because, unlike most
such incidents, the event was caught on videotape, while the Simpson trial was noteworthy because
of the fame of the defendant.

Focusing events can lead groups, government leaders, policy entrepreneurs, the news media,
or members of the public to pay attention to new problems or pay greater attention to existing but
dormant (in terms of their standing on the agenda) problems, and, potentially, can lead to a search
for solutions in the wake of perceived policy failure.

The fact that focusing events occur with little or no warning makes such events important op-
portunities for mobilization for groups that find their issues hard to advance on the agenda during
normal times. Problems characterized by indicators of a problem will more gradually wax and wane
on the agenda, and their movement on or off the agenda may be promoted or resisted by constant
group competition. Sudden events, on the other hand, are associated with spikes of intense inter-
est and agenda activity. Interest groups—often relatively powerful groups that seek to keep issues
off the agenda—often find it difficult to keep major events off the news and institutional agendas.
Groups that seek to advance an issue on the agenda can take advantage of such events to attract
greater attention to the problem.

In many cases, the public and the most informed members of the policy community learn of a
potential focusing event virtually simultaneously. These events can very rapidly alter mass and elite
consciousness of a social problem. I say “virtually” because the most active members of a policy
community may learn of an event some hours before the general public, because they have a more
direct stake in the event, the response to it, and its outcome.
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MEASURING AGENDA STATUS OF ISSUES

In a volume on policy analysis it is important to understand how we analyze the status of issues on
the agenda. We can do so both qualitatively and quantitatively, and the way we approach this analysis
is clearly influenced by the nature of the questions we ask. The two basic categories of questions
are What is on the agenda? and What is the agenda status? of any particular issue.

Itis probably easiest to measure issues on the national institutional agenda, because the Congress
and executive branch have historically kept remarkably good records, and because these records
have been put into databases that are reasonably easily searched. Thus, a researcher can use the
Congressional Information Service (CIS) index to track the substance of Congressional hearings,
the Library of Congress’s THOMAS database to track legislation or debate in the Congressional
Record and various legal research tools to review and track rulemaking in the Federal Register. The
Congressional Quarterly also provides a good source of information about the important issues
on the federal agenda. While information on the federal agenda is relatively easy to obtain, there
is so much of it that one can easily become lost in a sea of potential data. It is important that the
researcher have a well thought out coding scheme for placing data into appropriate subject matter
categories while avoiding the temptation to split the difference by putting items—congressional
testimony, for example, or entries in the Congressional Record—into several categories.

Fortunately, a great deal of the work of involved in gathering and categorizing important agenda
information has been achieved under the auspices of the Policy Agendas Project at the Center for
American Politics and Public Policy at the University of Washington (http://www.policyagendas.
org/) (see also Baumgartner, Jones, and Wilkerson 2002). This project is the outgrowth of Frank
Baumgartner and Bryan Jones’s efforts to understand the dynamics of agenda setting over many
years. The project has collected data on the federal budget, Congressional Quarterly Almanac (herein
after CQ Almanac) stories, congressional hearings from 1946 to 2000, executive orders from 1945 to
2001, front page stories in the New York Times, the Gallup Poll’s “most important problem” question
(which reflects public opinion on the agenda status of key issues), and public laws from 1948—1998.
The goal of this project is to provide a base of agenda data, using a comparable coding scheme over
time and between the different agendas or “arenas,” that researchers can use to study agenda setting.
The founders of this effort intended for these databases to be extended, supplemented, and studied in
greater depth by researchers. At least two workshops on the use of these data have been held at the
annual meeting of the American Political Science association, and the data set was the foundation
of the studies published in Baumgartner and Jones’s volume Policy Dynamics (2002).

The key value of the Agendas Project data is the ability to show the change in the composition
of the United States national agenda over time. Because the data set is comprehensive and because
it uses a consistent coding scheme, we can see the ebb and flow of issues, and we can understand
the expansion and contraction of the agenda as a whole, suggesting that the carrying capacity of the
agenda can change with changes in the nature of the institution, including, as Talbert and Potoski
note, when “legislative institutions are adapted to improve information processing” (2002, 190)
Such improvements can include increases in the numbers of committee, increases in staff support
to the members of the legislature, improvements in information processing and retrieval systems,
devoting more time to legislative business, among other things.

We can see the results of this increase in carrying capacity, as well as the individual will of the
legislative branch to attack more issues, if we plot the number of congressional hearings held each
year, a figure easily calculated from the Agenda Project’s data, and plotted in Figure 5.2. Clearly,
the House and Senate’s agendas grew during the 1960s; I will leave it to other analysts to decide
whether this increase in the agenda was a response to executive initiative, perceived public demand
for legislation, legislators’ motivations to hold more hearings, or some combination of these elements.
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FIGURE 5.2 House and Senate Agendas, 1947-2000.

What is interesting about the data is the degree to which both agendas show a saw tooth pattern,
reflecting the much greater volume of hearings in odd-numbered, non-election years. Interestingly,
the Senate and House held roughly the same number of hearings in 1973, but the growth in the
House’s hearing agenda continued and then remained much larger than the Senate’s agenda well
into the early 1990s, while the size of the Senate’s agenda remained relatively static. This growth
in the House’s agenda is likely the result of the proliferation of House subcommittees that followed
the post-1974 legislative reforms, coupled with rules changes that allowed subcommittees to act
independently of the committee chairs. Many of these newly empowered subcommittees were chaired
by activist members who used the rules changes to react to the suppression of the agenda by House
leadership and by the executive branch until the early 1990s. The agenda then shrinks in both the
House and Senate as the Republican Party becomes ascendant and as party discipline restricts the
size of the agenda. While it is clear that the size and composition of the agenda is in many ways
out of the control of legislators (Walker 1977), these data suggest that legislators can control the
overall size of the agenda through the promotion and management of institutional structures, as
Talbert and Potoski note.

Much as the legislative agenda is elastic, so is the news media agenda, and the agenda as mea-
sured by the volume of stories in the CQ Almanac. The raw number of news stories in the New York
Times might be somewhat related to the size of the congressional agenda, in large part because the
Times is considered (and considers itself) the national newspaper of record; presumably, weighty
matters of state handled in the Congress would be reflected in the Times. The CQ Almanac, on the
other hand, occupies an intermediate position between the news media and the Congress; the CQ
Almanac is very closely tied to congressional activity. The relative size of the Times, CQ Almanac,
and the House and Senate agendas are shown in Figure 5.3. Because we want to compare relative
sizes, the agendas are indexed so that all four agendas in 1973 equal 100; 1973 was chosen because
it is the middle year in the data and because it is the year in which the Senate and House hearings
volumes were nearly equal.

Clearly, the agenda, as represented by the CQ Almanac and the Times, is reasonably elastic.
The major growth period for the Times came in the late 1960s, likely a result of the political turmoil
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FIGURE 5.3 Relative Size of Key Agendas, 1947-2000.

surrounding the Vietnam War and the civil rights movement, and peaked in 1974 with the Watergate
scandal. The CQ Almanac shows the saw tooth trend evident in the hearings data, but tends to peak
during election years; its peaks in the early 1970s appear to be related to the institutional changes
in the Congress, coupled with the growing confrontation between the executive and legislative that
preceded the Watergate period.

This discussion is merely suggestive, and the reasons for the dynamics of the agenda are
deserving of further analysis. But we do know that the agenda is fluid, and that the data available
to the analyst are rich, varied, and lead to immensely useful insights. Indeed, a deeper analysis of
the relative position of issues on the agenda is beyond the scope of this chapter, but one can, for
example, use the agendas data to show the relative decline of defense as an agenda item in the 1970s
as other issues gained prominence. The relative position of issues on the agenda is an important
feature of the policy history and of the political development of the United States, and is of interest
to policy analysts and historians alike.

CONCLUSION

The study of agenda setting is a particularly fruitful way to begin to understand how groups,
power, and the agenda interact to set the boundaries of political policy debate. Agenda setting,
like all other stages of the policy process, does not occur in a vacuum. The likelihood that an issue
will rise on the agenda is a function of the issue itself, the actors that get involved, institutional
relationships, and, often, random social and political factors that can be explained but cannot
be replicated or predicted. But theories of agenda setting, coupled with better and more readily
available data, are enabling researchers to understand why and under what circumstances policy
change is likely to occur.
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6 Policy Formulation:
Design and Tools

Mara S. Sidney

In a traditional stages model of the public policy process, policy formulation is part of the pre-deci-
sion phase of policy making. It involves identifying and/or crafting a set of policy alternatives to
address a problem, and narrowing that set of solutions in preparation for the final policy decision.
According to Cochran and Malone, policy formulation takes up the “what” questions: “What is the
plan for dealing with the problem? What are the goals and priorities? What options are available
to achieve those goals? What are the costs and benefits of each of the options? What externalities,
positive or negative, are associated with each alternative?” (1999, 46). This approach to policy
formulation, embedded in a stages model of the policy process, assumes that participants in the
policy process already have recognized and defined a policy problem, and moved it onto the policy
agenda. Formulating the set of alternatives thus involves identifying a range of broad approaches
to a problem, and then identifying and designing the specific sets of policy tools that constitute
each approach. It involves drafting the legislative or regulatory language for each alternative—that
is, describing the tools (e.g., sanctions, grants, prohibitions, rights, and the like) and articulating
to whom or to what they will apply, and when they will take effect. Selecting from among these a
smaller set of possible solutions from which decision makers actually will choose involves applying
some set of criteria to the alternatives, for example judging their feasibility, political acceptability,
costs, benefits, and such.

In general, we expect fewer participants to be involved in policy formulation than were involved
in the agenda-setting process, and we expect more of the work to take place out of the public eye.
Standard policy texts describe formulation as a back-room function. As Dye puts it, policy formu-
lation takes place in government bureaucracies, in interest group offices, in legislative committee
rooms, in meetings of special commissions, in think tanks—with details often formulated by staff
(2002, 40-41). In other words, policy formulation often is the realm of the experts, the “hidden
participants” of Kingdon’s policy stream (1995), the technocrats or knowledge elites of Fischer’s
democracy at risk (2000).

Policy formulation clearly is a critical phase of the policy process. Certainly designing the
alternatives that decision makers will consider directly influences the ultimate policy choice. This
process also both expresses and allocates power among social, political, and economic interests. As
Schattschneider reminds us, “...the definition of the alternatives is the choice of conflicts, and the
choice of conflicts allocates power” (1960, 68). Contemporary interest in policy formulation can be
traced to Dahl and Lindblom who urged scholars in 1953 to take up the study of public policies rather
than to continue to focus on ideologies as the critical aspects of political systems. They argued that
broad debates about the merits of capitalism versus socialism were less important to the well being
of society than was careful consideration of the myriad “techniques” that might be used to regulate
the economy and to advance particular social values. In part they suggest that the details matter—that
is, capitalism or socialism may be advanced through any number of specific public policies, and the
selection among them will have important consequences that scholars should consider.

79
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Scholarship on policy formulation takes up a variety of issues. It examines the factors that
influence how actors craft alternatives, it prescribes means for such crafting, it examines how and
why particular policy alternatives remain on or fall off of the decision agenda. Research considers
particular policy tools and trends in their use, as well as their underlying assumptions about problems
and groups. As scholars answer such questions, they consider the array of interests involved and
the balance of power held by participants, the dominant ideas and values of these participants, the
institutional structure of the alternative-setting process, more broadly the historical, political, social,
and economic context. The best work on policy formulation and policy tools brings together the
empirical and normative. That is, it sets out trends and explains relationships while also proposing
normative criteria for evaluating the processes and the tools, and considering their implications for
a democratic society.

APPROACHES TO POLICY FORMULATION

The literature on policy design or formulation is somewhat disconnected. Policy formulation is
an explicit object of inquiry in studies of policy design and policy tools. But attention to policy
formulation also is embedded in work on subsystems, advocacy coalitions, networks, and policy
communities (see Weible and Sabatier; Miller and Demir; Raab and Kenis, this volume). Even clas-
sic works on agenda-setting take up aspects of policy formulation (e.g., Kingdon 1995; Birkland,
this volume). These various frameworks and theories of policy change consider the coalitions of
actors taking part in (or being excluded from) the policy making process. Identifying these actors,
and understanding their beliefs and motivations, their judgments of feasibility, and their percep-
tions of the political context, goes a long way toward explaining the public policies that take shape
(Howlett and Ramesh 1995).

PoLicy DEsIGN

The most recent wave of literature explicitly focused on policy formulation uses the concept of
policy design. Work on policy design emerged in response to implementation studies of the 1970s
that held bureaucratic systems responsible for policy failure. Policy design theorists argued that
scholars should look further back in the causal chain to understand why policies succeed or fail,
because the original policy formulation processes, and the policy designs themselves, significantly
contribute to implementation outcomes. Undergirding many of these works is an assumption of
bounded rationality (Simon 1985). That is, limits to human cognition and attention, and limits to
our knowledge about the social world inevitably lead policy makers to focus on some aspects of a
problem at the expense of others, and to compare only a partial selection of possible solutions (see
Andrews, this volume). Research on policy formulation thus seeks to understand the context in
which the decision makers act and to identify the selectivity in attention that occurs. Often the aim
is to bring awareness of the “boundaries” of rationality to the design process in order to expand the
search for solutions, in hopes of improving the policies that result.

Under the rubric of policy design, some scholars have written from the perspective of profes-
sional policy analysts, exploring how notions of policy design can improve the practice of policy
analysis and the recommendations that analysts make. Their purpose is an applied one—they hope
to improve the process of designing policy alternatives. They propose that improving the search
for, and generation of, policy alternatives will lead to more effective and successful policies. Es-
sentially, these scholars seek to reduce the randomness of policy formulation (e.g., as portrayed in
the garbage can model) by bringing awareness to, and then consciously structuring, the process.
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For example, Alexander recommends a “deliberate design stage” in which policy makers search for
policy alternatives (1982). Typically, designing policy involves some degree of creativity, or extra-
rational element, in addition to rational processes of search and discovery, but Alexander argues
that “a conscious concern with the systematic design of policy alternatives can undoubtedly effect
a significant improvement in decisions and outcomes” (ibid., 289). Linder and Peters elaborate by
proposing a framework that policy analysts can use to generate and compare alternative solutions,
resulting in a less random process of policy design (1985). They echo a call made by many de-
sign theorists for analysts to suspend judgment on alternatives until they have generated the most
comprehensive possible set. An effective framework to guide this process would enable analysis,
comparison, and matching of the characteristics of problems, goals, and instruments.

Weimer agrees that consulting broad lists of policy instruments can systematize policy formula-
tion, but warns that developing truly innovative solutions involves crafting designs that fit specific
substantive, organizational, and political contexts (1992). He urges policy designers to think in terms
of institution-building. That is, policies as institutions shape behavior and perceptions, so policies
can be structured in such a way as to bring about desired changes in problematic conditions, but also
the political coalitions to support them. Bobrow and Dryzek (1987) also advocate contextual designs
that explicitly incorporate values, and urge policy analysts to draw from a range of perspectives
on policy analysis, from welfare economics, public choice, and structural approaches to political
philosophy when searching for alternatives. They suggest that analysts take care to include in a list
of alternatives policy designs that offer no intervention, the status quo, and solutions vastly different
from current practice. Fischer (2000) and Rixecker (1994) suggest that innovation and creativity will
emerge from attention to the voices that contribute to the policy dialogue. Rixecker urges conscious
inclusion of marginalized populations in the design process. Fischer examines the epistemology that
leads citizens to defer to experts on policy matters, arguing that local contextual knowledge has an
important role to play both in improving policy solutions and in advancing democracy.

Scholars who approach policy design from an academic research perspective typically seek
to develop a framework that can improve our understanding, analysis, and evaluation of policy
processes and their consequences. Many of these works aim to identify aspects of policy making
contexts that shape policy design. They draw on institutional theories that suggest laws, constitu-
tions, and the organization of the political process channel political behavior and choices. That is,
institutions shape actors’ preferences and strategies by recognizing the legitimacy of certain claims
over others, and by offering particular sorts of opportunities for voicing complaints (Immergut
1998). Some focus on discourse and dominant ideas. Politics consists of competing efforts to make
meaning as much as to win votes. Indeed, the pursuit and exercise of power includes constructing
images and stories, and deploying symbols (Fischer and Forester 1993; Rochefort and Cobb 1994;
Schneider and Ingram 1997, 2005; Stone 2001; Yanow 1995). Ideas about feasibility, dominant
judicial interpretations, ideas about groups affected by the policy, all play a role in shaping the
policy alternatives that emerge.

May proposes that political environments vary in terms of the level of public attention focused
upon them, having important consequences for the policy design process. The degree to which or-
ganized interests have developed ideas about an issue will entail particular dynamics and challenges
in the policy design process. For instance, on some issues, many interest groups will take an active
part in defining the problem and proposing alternatives; they will offer an array of opposing ideas.
The design challenge in such a scenario is to find solutions that will be acceptable to participants
but also will achieve desired outcomes: “A dilemma arises when policy proposals that balance the
competing interests do not necessarily lead to optimal outcomes” (1991,197). On the other hand,
on some issues, few groups pay attention and discussions about solutions occur far from the public
eye. The dilemmas here involve concerns about democratic process, but also policy designers may
have trouble capturing the attention of decision makers. Here the challenge is sometimes to mobilize
interest, to mobilize publics to care about, and eventually to comply with, policies.
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Ingraham considers environment in terms of institutional setting, proposing that the level of
design interacts with the locus of design to shape the policy prescription (1987). She contrasts the
legislative setting with the bureaucratic setting to illustrate how different institutions carry par-
ticular kinds of expertise and decision processes to policy design. For example, legislative settings
often require compromise among diverse opinions, which may lead to the broadening or blurring
of a policy’s purpose and content. On the other hand, bureaucratic settings enable technical and
scientific expertise to be brought to bear on the design process, but at the expense of democratic
legitimacy.

In addition to the distinction between applied and traditional scholarly work, researchers diverge
in their conceptions of the activity of formulating or designing policy. Some see it as a technical
endeavor, leading them to characterize policies as “more” or “less” designed, as “well” or “poorly”
designed (e.g., Ingraham 1987; Linder and Peters 1985). For example, these authors would describe
apolicy as well-designed if a careful analysis of means-end relationships had been conducted prior
to its adoption (Ingraham 1987). For others, designing policy does not by definition include certain
kinds of analytic tasks. These scholars tend to understand policy design as a political process pre-
ceding every policy choice (Bobrow and Dryzek 1987; Kingdon 1995; Schneider and Ingram 1997;
Stone 2001). Rather than hoping for a rational policy design to emerge, they expect designs to lack
coherence or consistency as a result of the contested process that produces them.

APPROACHES TO POLICY TOOLS

Over time, a subset of policy literature has focused explicitly on policy tools. In part, these studies
catalog the generic types of tools that might be used in a policy design. Additionally, this body
of work charts the trends in usage of particular policy tools across time and space. This research
seeks to discern the range of instruments, detached from their association with particular policy
programs, both to broaden the alternatives that policy designers consider, and to look for patterns
in the dynamics and politics of program operation that arise across policy areas where similar tools
are used (Salamon 1989, 2002). It also often looks to theorize about the assumptions and implica-
tions of various policy tools.

Bardach offers the appendix “Things Governments Do’ in his eight-step framework of policy
analysis, describing taxes, regulation, grants, services, budgets, information, rights, and other
policy tools (2005). For each tool, he suggests why and how it might be used, and what some of
the possible pitfalls could be, aiming to stimulate creativity in crafting policy. Hood analyzes a
range of government tools in significantly more detail (1986) with the ultimate aim of making sense
of government complexity, generating ideas for policy design and enabling comparisons across
governments (115). Recent literature on policy tools documents trends away from direct provision
of government services and toward measures that embed government officials in complex collab-
orative relationships with other levels of government, private-sector actors, and non-government
organizations. These arrangements grant government parties much greater discretion than the close
supervision and regulation of the past (Salamon 2002). These indirect measures include contracting,
grants, vouchers, tax expenditures, loan guarantees, government-sponsored enterprises and regula-
tions, among others; many do not appear on government budgets, which Salamon suggests helps
to explain their popularity (ibid., 5).

Like some of the work on policy design, research on policy tools highlights the political
consequences of particular tools, as well as their underlying assumptions about problems, people,
and behavior. Salamon characterizes the choice of tools as political as well as operational: “What
is at stake in these battles is not simply the most efficient way to solve a particular public problem,
but also the relative influence that various affected interests will have in shaping the program’s
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postenactment evolution” (11). Additionally, tools require distinctive sets of management skills
and knowledge, thus the choice of tools ultimately influences the nature of public management.
Literature on tools offers various dimensions according to which tools may be compared, such as
directness, visibility, automaticity, and coerciveness, matching these with likely impacts (such as
equity, efficiency, political support, manageability) (ibid.). Tools also carry with them particular
assumptions about cause and about behavioral motivations. For example, inducements that offer
payoffs to encourage behavior assume “that individuals respond to positive incentives and that
most will choose higher-valued alternatives” (Schneider and Ingram 1990, 515). Capacity tools that
provide information or training assume that barriers to desired behavior consist of lack of resources
rather than incentives (ibid., 517).

POLICY DESIGN BEYOND THE STAGES MODEL

The most recent advance in the study of policy formulation and policy tools is Schneider and
Ingram’s policy design framework (1997). In their book, Policy Design for Democracy, the au-
thors present a framework that pushes past a simple stages model by conceptualizing an iterative
process. It brings the discrete stages of the policy process into a single model, and emphasizes the
connections between problem definition, agenda setting, and policy design on the one hand, policy
design, implementation and impact on society on the other. It offers some predictions about the
types of policy designs that will emerge from different types of political processes, and it explicitly
incorporates normative analysis by considering the impact of policy designs on target groups and
on democratic practice.

Schneider and Ingram’s framework answers calls for integrative approaches to policy research.
Lasswell and other policy scientists consistently emphasized the importance of integrative approaches
to policy scholarship, and political scientists also have begun to acknowledge the limitations of
analysis that focuses exclusively on interests, ideas, or institutions. The policy design perspective
offers a framework to guide empirical research that integrates these three dimensions: Ideas and
interests interact within an institutional setting to produce a policy design. This policy design then
becomes an institution in its own right, structuring the future interaction of ideas and interests.
While complex, this model can be used to guide empirical analysis; and studies can test and refine
Schneider and Ingram’s predictions about policy designs and their impact.

With their framework, Schneider and Ingram also incorporate critical approaches to policy
studies that explore how government and policy create and maintain “systems of privilege, domi-
nation, and quiescence among those who are the most oppressed” (1997, 53). They theorize that
policy designs reflect efforts to advance certain values and interests, that they reflect dominant
social constructions of knowledge and groups of people, and existing power relations. Moreover,
policy designs influence not merely policy implementation, but also political mobilization and the
nature of democracy. Schneider and Ingram elevate the status and importance of public policies
beyond bundles of technical instruments that may or may not solve contemporary problems; they
call public policies “the principal tools in securing the democratic promise for all people” (Ingram
and Schneider 2005, 2). Viewing policies in this way calls for analysis that considers how effectively
policies mitigate social problems, but also the degree to which they advance democratic citizen-
ship—that is, inspire political participation and remedy social division.

Schneider and Ingram are particularly concerned about the impacts of policy designs that result
from “degenerative” political processes (see also Schneider and Ingram, this volume). During such
processes, political actors sort target populations into “deserving” and “undeserving” groups as
justification for channeling benefits or punishments to them. While political gain can be achieved
this way, they argue that policies formulated based upon such arguments undermine democracy and
hinder problem solving. The language and the resource allocation tend to stigmatize disadvantaged
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groups, reinforce stereotypes, and send the message—to group members and to the broader pub-
lic—that government does not value them.

PoLicy DEsIGNS

Central to the policy design perspective is the notion that every public policy contains a design—a
framework of ideas and instruments—to be identified and analyzed. Rather than a “random and
chaotic product of a political process,” policies have underlying patterns and logics (Schneider and
Ingram 1997, chap. 3). This framework posits policy designs as institutional structures consisting
of identifiable elements: goals, target groups, agents, an implementation structure, tools, rules, ra-
tionales, and assumptions. Policy designs thus include tools, but this approach also pushes scholars
to look for the explicit or implicit goals and assumptions that constitute part of the package.

PoLicy FORMULATION: CONTEXT AND AGENCY

To understand and explain why a policy has a particular design, one must examine the process leading
to its selection. Schneider and Ingram’s framework draws on institutional and ideational theories, the
stages model, and theories of decision making, such as bounded rationality. Policy making is seen to
occur in a specific context, marked by distinctive institutions and ideas. Institutional arenas, whether
Congress, the courts, the executive branch, and the like, have rules, norms, and procedures that af-
fect actors’ choices and strategies. Additionally, policy making takes place at a particular moment
in time, marked by particular dominant ideas related to the policy issue, to affected groups, to the
proper role of government, etc. These ideas will influence actors’ arguments in favor of particular
solutions, and their perceptions and preferences when they take specific policy decisions.

Analysis of a particular context might lead to broad predictions about the policy design that
will emerge from it. But because designs have so many “working parts” (goals, problem definitions,
target groups, tools, agents, and such), such analysis cannot specify in advance the particular pack-
age of dimensions that actors will build at a particular point in time. Prediction also is complicated
by the human dimension of policy making. Actors might reimagine a constraining context, reframe
the structure of opportunities before them, as they attempt to create policy solutions to pressing
problems. In considering agency—Ileadership, creativity, debate, and coalition-building—Schneider
and Ingram essentially turn to the insights of agenda-setting and problem-definition literature, which
characterize policy making as interested actors struggling over ideas (Edelman 1988; Fischer and
Forester 1993; Rochefort and Cobb 1994; Stone 1989). Adding attention to the problem definitions
that these actors hold offers a richer understanding of what political support and “interest” mean in a
given policy process. Beyond examining who participates, we can consider whether actors succeed
in expanding or restricting such participation, and how this mobilization affects the policy choice
(Cobb and Elder 1972; Schattschneider 1960).

CONSEQUENCES OF PusLic PoLicy

Here, Schneider and Ingram take up the original impetus for policy design research—to better un-
derstand implementation. They suggest that policy designs act as institutional engines of change,
and analysis can trace how their dimensions influence political action. Policy implementation
distributes benefits to some groups, while imposing burdens on others. In doing so, designs estab-
lish incentives for some groups to participate in public life, and offer them resources for doing so.
Other groups receive negative messages from policies. For example, if benefits are distributed in
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a stigmatizing way, individuals may be intimidated by government, withdraw from public life, or
feel alienated from it (Soss 1999).

Schneider and Ingram’s framework builds on arguments about policy feedback. These suggest
anumber of ways through which policies shape the course of future politics. Groups receiving ben-
efits from government programs are likely to organize to maintain and expand them. Mobilization
is facilitated when policies provide resources to interest groups such as funding, access to decision
makers, and information (Pierson 1994, 39-46). Consequently, target groups whose understanding
of the problem differs or who lack the expertise needed to use a policy’s administrative procedures,
will not receive the same degree of support or legitimacy from the policy; they will have greater
barriers to overcome in order to achieve their goals. The selection of a particular policy design also
imposes lock-in effects. Once a choice is taken, the cost of adopting alternative solutions to the
problem increase. The significance of the policy formulation process is that much greater because
the barriers to change—such as investments in its programs and commitments to its ideas—cumu-
late over time.

Empirical applications of the policy design framework are beginning to accumulate, and to
extend and refine the perspective itself (e.g., Schneider and Ingram 2005). Sidney tracks the devel-
opment, designs, and impact of two policies intended to fight housing discrimination (2003). She
shows how the social construction of target groups, and the causal stories that legislators told as they
advocated for and revised policy alternatives, became embedded into the resulting policy choices,
constraining the impact on the problem, and importantly shaping the trajectories of implementing
agents. Her work situates the policy design perspective within the context of federalism and posits
nonprofit organizations as important mediating agents between policy design and target group
members.

Soss traces the impact of several means-tested welfare policy designs on recipients’ attitudes
toward government and disposition toward participation. Comparing Aid to Families with Depen-
dent Children (AFDC) with Social Security disability insurance (SSDI), he shows that programs
designs have significant consequences for client perceptions, with AFDC clients likely to develop
negative views of government and to avoid speaking up, while SSDI recipients think of government
as helpful and interested in their views (2005). In the process, he raises questions about the causal
claims that are possible in this framework, since individuals simultaneously belong to many target
groups, thus receiving cues from multiple policy designs at once.

CRITIQUE AND NEW DIRECTIONS

Critiques of literature on policy formulation and policy tools may focus on the limitations of the
stages model itself. That is, the specification of policy alternatives and the selection of policy tools
does not follow neatly from the agenda setting process nor lead neatly into implementation. Rather,
selection of alternatives might occur prior to or during the agenda setting process, and implemen-
tation often involves reformulation of policy design as well. Thus to the extent that studies offer
recommendations for generating alternatives as if problem framing has already occurred, and as
if the resulting design will simply be passed on to the implementers, they are flawed at their root.
On the other hand, if researchers conceive of policy formulation as a function rather than as a stage
that begins and ends in a certain sequence of stages, they are likely to search the empirical record of
particular policy arenas more broadly. With their integrative framework that places policy designs
at its center, Schneider and Ingram depart from the stages model and, with a growing community
of scholars, offer a theory of public policy that directly addresses the question of who gets what,
when, and how from government (Schneider and Ingram 2005). Critics charge that it lacks a clear
mechanism of policy change that can be tested across cases (deLeon 2005).

The judiciary is the governmental sphere most absent from scholarship on public policy analysis.
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Although many researchers study the court’s role in public policy making and implementation,
this body of work is largely disconnected from theoretical work on the policy process generally,
and policy formulation in particular. In part, the traditional understanding of courts as interpreting
rather than making law may serve as a barrier, although this conventional wisdom is increasingly
challenged (e.g., Miller and Barnes 2004). Many scholars argue that the work of the courts by na-
ture constitutes policy making (e.g., Van Horn, Baumer, and Gormley Jr., chap. 7). Certainly courts
represent a distinctive institutional setting, whose actors, procedures, language, and processes of
reasoning differ from those that prevail in legislatures and bureaucracies. Yet we can conceptualize
court cases as processes of policy formulation, with plaintiffs, defendants, and amici as participants
proposing alternatives, and judges as the decision makers. Courts thus offer a potentially fruitful
comparative case for studies of the impact of institutions on policy formulation. In the U.S. context
at least, many policy issues eventually reach the court system.

Attention to the nonprofit sector’s role in policy formulation and tools has steadily increased.
Recent work on policy instruments emphasizes that “non-profitization” constitutes a policy tool—and
one that is more commonly used across policy arenas, from education (e.g., charter schools) to wel-
fare to housing among others. But non-government organizations (NGOs) also are policy makers
in their own right. Research about the kinds of policy designs that NGOs formulate is beginning
to emerge, building on a longstanding research tradition about the third sector (e.g., Boris 1999;
Smith and Lipsky 1993). Although most extant studies of policy formulation presume a legislative
or executive-branch site of activity, recent work examines NGOs as policy designers.

Neighborhood organizations, for example, have quite different motivations and incentives
when designing policy than do legislators, so theories of policy design that presume a legislative
context may not be helpful in understanding policy making at this small, and extra-governmental,
scale (Camou 2005). In Baltimore’s poor neighborhoods, organizations targeted their policies to
the most needy, framing individuals as redeemable, in contrast to Schneider and Ingram’s expecta-
tions that policy makers eschew directing benefits to the most marginalized groups. In cities across
the country, community-based organizations have designed numerous innovative policies and
successfully implemented them (Swarts 2003). More attention to policy formulation outside the
bureaucracy, and below the national level can broaden our theories and substantive knowledge of
this important function. Such work would build on research about national policy that increasingly
finds policy formulation to occur outside of government offices—that is, in think tanks and within
the loose networks of advocacy and interest groups that together with government officials make
up policy communities (see Miller and Demir, and Stone, this volume).

Research on policy formulation and policy tools draws on, overlaps with, and contributes to
research on agenda setting, problem definition, implementation, and policy coalitions, among others.
Its singularity emerges in its focus on the micro-level of public policies—that is the specific policy
alternatives that are considered, how they differ in terms of policy tools, and how what may seem
on the surface, or at a macro-level, to be small differences actually have significant consequences
for problem-solving, and for the allocation and exercise of power. Attention to policy design es-
sentially reminds us that democracy is in the details.

REFERENCES

Alexander, Ernest R. 1982. “Design in the Decision-Making Process.” Policy Sciences 14:279-292.

Bardach, Eugene. 2005. A Practical Guide for Policy Analysis: The Eightfold Path to More Effective Problem
Solving. Washington, D.C.: CQ Press.

Bobrow, Davis B. and John S. Dryzek. 1987. Policy Analysis by Design. Pittsburgh: University of Pittsburgh
Press.

Camou, Michelle. 2005. “Deservedness in Poor Neighborhoods: A Morality Struggle.” Pp. 197-218 in De-



Policy Formulation 87

serving and Entitled: Social Constructions and Public Policy, edited by A. L. Schneider and H. M.
Ingram. Albany: SUNY Press.

Cobb, R. and C. D. Elder. 1972. Participation in American Politics: The Dynamics of Agenda Building. Bal-
timore: Johns Hopkins University Press.

Cochran, Charles L. and Eloise F. Malone. 1999. Public Policy: Perspectives and Choices. Boston: McGraw-
Hill.

Dahl, Robert A. and Charles E. Lindblom. 1953. Politics, Economics, and Welfare. New York: Harper.

Dye, Thomas R. 2002. Understanding Public Policy. Upper Saddle River: Prentice Hall.

Fischer, Frank. 2000. Citizens, Experts, and the Environment: The Politics of Local Knowledge. Durham and
London: Duke University Press.

Fischer, Frank and John Forester. 1993. “The Argumentative Turn in Policy Analysis and Planning.” Durham:
Duke University Press.

Hood, Christopher C. 1986. The Tools of Government. Chatham, NJ: Chatham House Publishers Inc.

Howlett, Michael and M. Ramesh. 1995. Studying Public Policy: Policy Cycles and Policy Subsystems. New
York: Oxford University Press.

Immergut, Ellen M. 1998. “The Theoretical Core of the New Institutionalism.” Politics and Society 26:5-34.

Ingraham, Patricia. 1987. “Toward a More Systematic Consideration of Policy Design.” Policy Studies Journal
15:611-628.

Ingram, Helen M. and Anne L. Schneider. 2005. “Introduction: Public Policy and the Social Construction of
Deservedness.” Pp. 1-28 in Deserving and Entitled: Social Constructions and Public Policy, edited
by A. L. Schneider and H. M. Ingram. Albany: SUNY Press.

Kingdon, John W. 1995. Agendas, Alternatives, and Public Policies. New York: HarperCollins College Pub-

lishers.

Linder, Stephen H. and B. Guy Peters. 1985. “From Social Theory to Policy Design.” Journal of Public Policy
4:237-259.

May, Peter. 1991. “Reconsidering Policy Design: Policies and Publics.” Journal of Public Policy 11:187—
206.

Pierson, Paul. 1994. Dismantling the Welfare State? Reagan, Thatcher, and the Politics of Retrenchment.
Cambridge: Harvard University Press.

Rixecker, Stefanie S. 1994. “Expanding the Discursive Context of Policy Design: A Matter of Feminist Stand-
point Epistemology.” Policy Sciences 27:119-142.

Rochefort, D. and R.W. Cobb. 1994. “Problem Definition: An Emerging Perspective.” in The Politics of Problem
Definition, edited by D. Rochefort and R. W. Cobb. Lawrence: Kansas University Press.

Schattschneider, E.E. 1960. The Semi-Sovereign People. New York: Rinehart and Wilson.

Schneider, Anne and Helen Ingram. 1990. “Behavioral Assumptions of Policy Tools.” Journal of Politics
52:510-522.

Schneider, Anne Larason and Helen Ingram. 1997. Policy Design for Democracy. Lawrence: University of
Kansas Press.

Sidney, Mara S. 2003. Unfair Housing: How National Policy Shapes Local Action. Lawrence: University
Press of Kansas.

Simon, Herbert A. 1985. “Human Nature in Politics: The Dialogue of Psychology with Political Science.”
American Political Science Review: 293-304.

Soss, Joe. 1999. “Lessons of Welfare: Policy Design, Political Learning, and Political Action.” American

Political Science Review 93:363-380.

. 2005. “Making Clients and Citizens: Welfare Policy as a Source of Status, Belief, and Action.” Pp.

291-328 in Deserving and Entitled: Social Constructions and Public Policy, edited by A. L. Schneider

and H. M. Ingram. Albany: SUNY Press.

Stone, Deborah. 2001. Policy Paradox: The Art of Political Decision Making. New York: W.W. Norton.

Swarts, Heidi J. 2003. “Setting the State’s Agenda: Church-based Community Organizations in American
Urban Politics.” Pp. 78-106 in States, Parties, and Social Movements, edited by J. A. Goldstone:
Cambridge University Press.

Weimer, David L. 1992. “The Craft of Policy Design: Can it be More than Art?” Policy Studies Review:
370-388.

Yanow, D. 1995. “Editorial: Practices of Policy Interpretation.” Policy Sciences 28:111-126.







/ Implementing Public Policy

Helga Plilzl and Oliver Treib

1 INTRODUCTION

Implementation studies are to be found at the intersection of public administration, organizational
theory, public management research, and political science studies (Schofield and Sausman 2004, 235).
In the broadest sense, they can be characterized as studies of policy change (Jenkins 1978, 203).

Goggin and his colleagues (1990) identified three generations of implementation research.
Implementation studies emerged in the 1970s within the United States, as a reaction to growing
concerns over the effectiveness of wide-ranging reform programs. Until the end of the 1960s, it
had been taken for granted that political mandates were clear, and administrators were thought to
implement policies according to the intentions of decision makers (Hill and Hupe 2002, 42). The
process of “translating policy into action” (Barrett 2004, 251) attracted more attention, as policies
seemed to lag behind policy expectations. The first generation of implementation studies, which
dominated much of the 1970s, was characterized by a pessimistic undertone. This pessimism was
fuelled by a number of case studies that represented shining examples of implementation failure.
The studies of Derthick (1972), Pressman and Wildavsky (1973), and Bardach (1977) are the
most popular. Pressman and Wildavsky’s work (1973) had a decisive impact on the development
of implementation research, as it helped to stimulate a growing body of literature. This does not
mean, however, that no implementation studies were carried out before, as Hargrove (1975) sug-
gested when writing about the discovery of a “missing link” in studying the policy process. Hill
and Hupe (2002, 18-28) point out that implementation research was conducted under different
headings before the 1970s. Nevertheless, the most noteworthy achievement of the first generation
of implementation researchers was to raise awareness of the issue in the wider scholarly community
and in the general public.

While theory building was not at the heart of the first generation of implementation studies, the
second generation began to put forward a whole range of theoretical frameworks and hypotheses.
This period was marked by debates between what was later dubbed the top-down and bottom-up
approaches to implementation research. The top-down school, represented for example by scholars
like Van Meter and Van Horn (1975), Nakamura and Smallwood (1980) or Mazmanian and Sabatier
(1983), conceived of implementation as the hierarchical execution of centrally-defined policy in-
tentions. Scholars belonging to the bottom-up camp, such as Lipsky (1971, 1980), Ingram (1977),
Elmore (1980), or Hjern and Hull (1982) instead emphasized that implementation consisted of the
everyday problem-solving strategies of “street-level bureaucrats” (Lipsky 1980).

The third generation of implementation research tried to bridge the gap between top-down and
bottom-up approaches by incorporating the insights of both camps into their theoretical models. At
the same time, the self-proclaimed goal of third-generation research was “to be more scientific than
the previous two in its approach to the study of implementation” (Goggin et al. 1990, 18, emphasis
in original). Third-generation scholars thus lay much emphasis on specifying clear hypotheses,
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finding proper operationalizations and producing adequate empirical observations to test these
hypotheses. However, as observers like deLeon (1999, 318) and O’ Toole (2000, 268) note, only a
few studies have so far followed this path.

While the largest part of implementation research stemmed from the United States, the second
generation was also especially marked by important theoretical contributions from European authors
like Barrett, Hanf, Windhoff-Héritier, Hjern, Mayntz, or Scharpf. Europe was also the origin of
a new strand of literature that focused on the issue of implementation in the context of European
integration studies.

It is the aim of this chapter to summarize the theoretical lessons to be drawn from the wealth of
literature produced by more than thirty years of implementation research. The chapter is structured
as follows: Section 2 discusses three different analytical approaches in traditional implementation
theory in more detail: top-down models, bottom-up critiques, and hybrid theories that try to com-
bine elements of the two other strands of literature. We explicate the theoretical underpinnings and
discuss the pros and cons of the respective approaches. Section 3 then provides an overview of more
recent theoretical approaches to implementation, all of which depart from central underpinnings
of traditional implementation studies. In particular, we address insights gained from the study of
implementation processes in the context of the European Union and we discuss the interpretative
approach to implementation, which follows an alternative ontological path. Section 4 focuses on the
main insights gained from more than thirty years of implementation research for a proper under-
standing of implementation processes. Moreover, it discusses the contributions of implementation
analysis to the wider field of policy analysis and political science. Finally, Section 5 identifies a
number of persistent weaknesses of implementation analysis and concludes by suggesting possible
directions of future research to overcome these weaknesses in the years to come.

2 TOP-DOWN, BOTTOM-UP, AND HYBRID THEORIES OF IMPLEMENTATION

The three generations of implementation research presented earlier can be subdivided into three
distinct theoretical approaches to the study of implementation:

1. Top-down models put their main emphasis on the ability of decision makers’ to produce
unequivocal policy objectives and on controlling the implementation stage.

2. Bottom-up critiques view local bureaucrats as the main actors in policy delivery and conceive
of implementation as negotiation processes within networks of implementers.

3. Hybrid theories try to overcome the divide between the other two approaches by incorporat-
ing elements of top-down, bottom-up and other theoretical models.

The following discussion will briefly outline the theoretical underpinnings of these approaches. It
is only possible to present some of the key contributions within the confines of this chapter (see
Figure 7.1).

The selection of presented contributions is based on the suggestions of leading scholars (Hill
and Hupe 2002; deLeon 1999, 2001; Parsons 1995; Sabatier 1986a) as well as on our own views
on the relative importance of the studies discussed.

2.1 Tor-DOWN THEORIES

Top-down theories started from the assumption that policy implementation starts with a decision
made by central government. Parsons (1995, 463) points out that these studies were based on a
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FIGURE 7.1 Top-down, bottom-up, and hybrid theories: key contributions.
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“blackbox model” of the policy process inspired by systems analysis. They assumed a direct causal
link between policies and observed outcomes and tended to disregard the impact of implementers
on policy delivery. Top downers essentially followed a prescriptive approach that interpreted policy
as input and implementation as output factors. Due to their emphasis on decisions of central policy
makers, deLeon (2001, 2) describes top-down approaches as a “governing elite phenomenon”. The
following authors are classical top-down scholars: Pressman and Wildavsky (1973), Van Meter
and Van Horn (1975), Bardach (1977), as well as Sabatier and Mazmanian (1979, 1980, see also
Mazmanian and Sabatier 1983).

Pressman and Wildavsky’s original work followed a rational model approach. They started
from the assumption that policy objectives are set out by central policy makers. In this view, imple-
mentation research was left with the task of analyzing the difficulties in achieving these objectives.
Hence, they saw implementation as an “interaction between the setting of goals and actions geared
to achieve them” (Pressman and Wildavsky 1973, xv). The authors underlined the linear relation-
ship between agreed policy goals and their implementation. Implementation therefore implied the
establishment of adequate bureaucratic procedures to ensure that policies are executed as accurately
as possible. To this end, implementing agencies should have sufficient resources at their disposal,
and there needs to be a system of clear responsibilities and hierarchical control to supervise the
actions of implementers. Pressman and Wildavsky’s book, a study of the implementation of a fed-
eral program of economic development in Oakland, California, highlighted the importance of the
number of agencies involved in policy delivery. They argued that effective implementation becomes
increasingly difficult, if a program has to pass through a multitude of “clearance points.” As most
implementation settings, especially in the United States, are of a multi-actor type, the thrust of their
analysis was rather skeptical as to whether implementation could work at all.

American scholars Van Meter and Van Horn (1975) offered a more elaborate theoretical model.
Their starting point, however, was very similar to the one of Pressman and Wildavsky. They were
concerned with the study of whether implementation outcomes corresponded to the objectives set
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out in initial policy decisions. Their model included six variables that shape the relationship be-
tween policy and performance. While many of these factors had to do with organizational capacities
and hierarchical control, the authors also highlighted two variables that slightly departed from the
top-down “mainstream’: They argued that the extent of policy change had a crucial impact on the
likelihood of effective implementation and that the degree of consensus on goals was important.
Hence, significant policy change was only possible if goal consensus among actors was high. Un-
like other representatives of the top-down school, the model of Van Meter and Van Horn was less
concerned with advising policy makers on successful implementation but with providing a sound
basis for scholarly analysis.

Bardach’s book The Implementation Game, published in 1977, provided a classical metaphor
for the implementation process. He acknowledged the political character of the implementation
process and therefore promoted the idea of using game theoretic tools for explaining implementa-
tion. Bardach thus provided ideas that also influenced bottom-up scholars (see below). However, his
preoccupation with advising policy makers on how to improve implementation makes him a clear
member of the top-down camp. His core recommendation was to give attention to the “scenario
writing” process, which meant that successful implementation was possible if policy makers suc-
ceeded in structuring the implementation games thoughtfully.

Sabatier and Mazmanian (1979, 1980, see also Mazmanian and Sabatier 1983) are among the
core authors of the top-down approach. Like Van Meter and Van Horn (1975), Sabatier and Mazma-
nian started their analysis with a policy decision that was made by governmental representatives.
Therefore, they assumed a clear separation of policy formation from policy implementation. Their
model lists six criteria for effective implementation: (1) policy objectives are clear and consistent,
(2) the program is based on a valid causal theory, (3) the implementation process is structured
adequately, (4) implementing officials are committed to the program’s goals, (5) interest groups
and (executive and legislative) sovereigns are supportive, and (6) there are no detrimental changes
in the socioeconomic framework conditions. Although Sabatier and Mazmanian (1979, 489-92,
503-4) acknowledged that perfect hierarchical control over the implementation process was hard to
achieve in practice and that unfavorable conditions could cause implementation failure, they argued
that policy makers could ensure effective implementation through adequate program design and a
clever structuration of the implementation process.

2.2 Bortom-up THEORIES

In the late 1970s and early 1980s, bottom-up theories emerged as a critical response to the top-
down school. Several studies showed that political outcomes did not always sufficiently relate to
original policy objectives and that the assumed causal link was thus questionable. Theorists sug-
gested studying what was actually happening on the recipient level and analyzing the real causes
that influence action on the ground. Studies belonging to this strand of research typically started
from the “bottom” by identifying the networks of actors involved in actual policy delivery. They
rejected the idea that policies are defined at the central level and that implementers need to stick to
these objectives as neatly as possible. Instead, the availability of discretion at the stage of policy
delivery appeared as a beneficial factor as local bureaucrats were seen to be much nearer to the
real problems than central policy makers. The classical bottom-up researchers are: the American
researchers Lipsky (1971, 1980) and Elmore (1980) as well as the Swedish scholar Hjern (1982),
also in collaboration with other authors such as Porter and Hull.

Lipsky (1971, 1980) analyzed the behavior of public service workers (e.g., teachers, social
workers, police officers, doctors), which he called “street-level bureaucrats.” In his seminal article,
published in 1971, Lipsky argued that policy analysts needed to consider the direct interactions
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between social workers and citizens. Hudson (1989) argues that the power held by street-level
bureaucrats’ stretches beyond the control of citizens’ behavior. Street-level bureaucrats are also
considered to have considerable autonomy from their employing organizations. The main source of
their autonomous power thus stems from the considerable amount of discretion at their disposal.

According to Hill and Hupe (2002, 52-53), Lipsky’s work has been widely misinterpreted
as he did not only underline the difficulties in controlling street-level bureaucrats’ behavior. Still
more important, Lipsky showed that street-level policy making created practices that enable public
workers to cope with problems encountered in their everyday work. The importance of Lipsky’s
work lies in the fact that his approach was, on the one hand, used as justification for methodological
strategies that focus on street-level actors. On the other hand, it showed that top-down approaches
failed to take into account that a hierarchical chain of command and well-defined policy objectives
are not enough to guarantee successful implementation.

The main concern of Elmore (1980) was the question of how to study implementation. In-
stead of assuming that policy makers effectively control implementation, his concept of “backward
mapping” suggested that analysis should start with a specific policy problem and then examine the
actions of local agencies to solve this problem.

The Swedish scholar Hjern, in close cooperation with colleagues like Porter and Hull, developed
an empirical network methodology to the study of the implementation process (Hjern 1982; Hjern
and Porter 1981; Hjern and Hull 1982). In their view, it was essential for researchers to acknowledge
the multi-actor and inter-organizational character of policy delivery. Therefore, they suggested that
implementation analysis should start with the identification of networks of actors from all relevant
agencies collaborating in implementation and then examine the way they try to solve their problems.
According to Sabatier (1986a), this approach offers a useful tool to describe the “implementation
structures” (Hjern and Porter 1981) within which policy execution takes place. However, he also
criticizes the lack of causal hypotheses on the relationship between legal and economic factors and
individual behavior.

2.3 CoOMPARATIVE DiscussiON

There are several characteristics of top-down and bottom-up theories that account for the wide
gulf that separates these two schools of thought in implementation theory: They are marked by
competing research strategies, contrasting goals of analysis, opposing models of the policy process,
inconsistent understandings of the implementation process, and conflicting models of democracy
(see Table 7.1).

It was due to their contrasting research strategies that the two camps came to be known as “top-
down” and “bottom-up” approaches. Top-downers typically start from a policy decision reached at
the “top” of the political system and work their way “down” to the implementers. Bottom-uppers,
in contrast, start out with the identification of actors involved in concrete policy delivery at the
“bottom” of the politico-administrative system. Analysis then moves “upwards” and “sideways” in
order to identify the networks of implementing actors and their problem-solving strategies.

The goal of analysis of top-down scholars is to reach a general theory of implementation. This
theory should be parsimonious enough to allow for predictions as to whether an individual piece
of legislation is likely to be implemented effectively.! Moreover, the theory should enable scholars
to derive recommendations for policy makers with a view to improving implementation. The aim

1. Ithas to be noted, however, that the models proposed by top-down scholars do not always meet the standard
of theoretical parsimony. For example, the model proposed by Sabatier and Mazmanian (1981, 7) lists no
less than seventeen independent variables.
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TABLE 7.1
Top-down and Bottom-up Theories Compared
Top-down theories Bottom-up theories
Research strategy Top-down: from political Bottom-up: from individual
decisions to administrative bureaucrats to administrative
execution networks
Goal of analysis Prediction/policy recommendation Description/explanation
Model of policy process Stagist Fusionist
Character of implementation process Hierarchical guidance Decentralized problem-solving
Underlying model of democracy Elitist Participatory

of bottom-up studies, in contrast, is rather to give an accurate empirical description and explana-
tion of the interactions and problem-solving strategies of actors involved in policy delivery. As
Sabatier (1986b, 315) critically notes, many of the bottom-up studies do not go beyond providing
descriptive accounts of the large amount of discretion available to implementers. However, some of
them actually tried to transcend the sphere of description. This resulted in rather complex heuristic
models of the network structures or “implementation structures” (Hjern and Porter 1981) within
which implementation takes place.

Both schools of thought rest upon contrasting models of the policy process. Top-downers are
heavily influenced by what has been called the “textbook conception of the policy process” (Na-
kamura 1987, 142). This “stagist” model assumes that the policy cycle may be divided into several
clearly distinguishable phases. Top-down analyses thus do not focus on the whole policy process,
but merely on “what happens after a bill becomes a law” (Bardach 1977). In contrast, bottom-up
approaches argue that policy implementation cannot be separated from policy formulation. Ac-
cording to this “fusionist” model, policy making continues throughout the whole policy process.
Hence, bottom-up scholars do not just pay attention to one particular stage of the policy cycle.
Instead, they are interested in the whole process of how policies are defined, shaped, implemented
and probably redefined.

Both approaches contain widely differing views on the character of the implementation process.
Top-downers understand implementation as “the carrying out of a basic policy decision” (Mazma-
nian and Sabatier 1983, 20). In this view, implementation is an apolitical, administrative process.
Power ultimately rests with central decision-makers, who define clear policy objectives and are
capable of hierarchically guiding the process of putting these objectives into practice. Bottom-up
scholars reject the idea of hierarchical guidance. In their view, it is impossible to formulate statutes
with unequivocal policy goals and to control the implementation process from top to bottom. In-
stead, the model suggests that implementers always have a large amount of discretion. Rather than
considering implementation an apolitical process of following orders “from above,” bottom-uppers
hold that the implementation process is eminently political and that policies are even shaped to a
decisive extent at this level. Hence, policies are not so much determined by the statutes emanating
from governments and parliaments but by the largely autonomous political decisions of the actors
directly involved in policy delivery. The focus thus lies on the decentral-problem-solving of local
actors rather than on hierarchical guidance.

Finally, the two approaches are based on fundamentally different models of democracy. Top-
down approaches are rooted in traditional, elitist conceptions of representative democracy. In this
view, elected representatives are the only actors within a society who are legitimized to take col-
lectively binding decisions on behalf of the whole citizenry. It is thus a matter of proper democratic
governance to ensure that these decisions are carried out as accurately as possible. In other words,
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any deviation from the centrally defined policy objectives is seen as a violation of democratic stan-
dards. Bottom-up approaches contest this model of democracy. They stress that local bureaucrats,
affected target groups and private actors have legitimate concerns to be taken into account as well.
In their view, the elitist model disregards these concerns and thus leads to illegitimate decisions.
Deviating from the centrally defined policy objectives thus does not contravene democratic prin-
ciples. Seen from this angle, legitimate democratic governance is only possible in a participatory
model of democracy which includes those who are affected by a particular decision (lower-level
administrative actors, interest groups, private actors etc.) in policy formation.

The comparison between both approaches shows that the debate between top-down and bot-
tom-up scholars focused on more than the proper empirical description of the driving forces behind
implementation. It is true that this is one important dimension of the dispute. But if this aspect had
been the only bone of contention, the debate indeed would have been as sterile as some observers
seem to have perceived it (O’ Toole 2000, 267). It is certainly true that both sides exaggerated their
respective positions and thereby oversimplified the complex implementation process (Parsons
1995, 471). As Sabatier (1986a) rightly notes, top-downers overemphasized the ability of central
policy makers to issue unequivocal policy objectives and to meticulously control the process of
implementation. In criticizing this “law-makers’ perspective,” bottom-uppers at the same time
overestimated the amount of discretion of local bureaucrats and thus overemphasized the autonomy
of the “bottom” vis-a-vis the “top.” As scholars gathered more and more empirical evidence that
demonstrated the relevance of both approaches, it would have been easy to agree on mutually ac-
ceptable theoretical models of implementation that pay attention to both central steering and local
autonomy (see e.g., O’Toole 2000, 268). This is the path followed by some of the “hybrid theories”
discussed in the next section.

2.4 HyBRrID THEORIES

As areaction to growing uneasiness with the heated debate between top-downers and bottom-uppers,
researchers such as Elmore (1985), Sabatier (1986a), and Goggin et al. (1990) tried to synthesize both
approaches. The new models presented by these scholars combined elements of both sides in order
to avoid the conceptual weaknesses of top-down and bottom-up approaches. Other key contributions
were made by scholars like Scharpf (1978), Windhoff-Héritier (1980), Ripley and Franklin (1982),
and Winter (1990). Taking the top-downers’ concern with effective policy execution as their starting
point, they blended several elements of the bottom-up perspective and of other theories into their
models. This is why we discuss this group of scholars under the heading of “hybrid theories.”

Elmore, previously discussed as a member of the bottom-up camp, combined in his later work
(1985) the concept of “backward mapping” with the idea of “forward mapping.” He argued that
program success is contingent upon both elements, as they are intertwined (Sabatier 1986a). Policy
makers should therefore start with the consideration of policy instruments and available resources
for policy change (forward mapping). In addition, they should identify the incentive structure of
implementers and target groups (backward mapping).

Backing away from his earlier theoretical contributions together with Mazmanian, Sabatier
(19864a) gave an account of a different theoretical approach to policy implementation. In his seminal
article on implementation research, he argued that not distinguishing between policy formation
and implementation would disqualify the study of policy change and evaluation research. He put
forward an “advocacy coalition framework” which he developed further in his later work together
with Jenkins-Smith (1993). The advocacy coalition framework rejected the “stage heuristic” of
the policy process and aimed at empirically explaining policy change as a whole. This conception
has some resemblance with the bottom-up approach as the analysis starts from a policy problem
and proceeds in reconstructing the strategies of relevant actors to solve this problem. In addition, it
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emphasizes the role of policy learning and recognizes the importance of extraneous social and eco-
nomic conditions that may impact on the policy making. However, the advocacy coalition approach
seems to neglect the social and historical context in which change occurs. This problem is addressed
by discourse analysts, who argue that discourses shape actors’ perceptions and may thus influence
political elites’ interpretation of social events (for further discussion, see Fischer 2003, 99).

Wildavsky, another prominent representative of the top-down school, also turned his back on
the linear approach that had marked his earlier contributions. Together with Majone (Majone and
Wildavsky 1978), he presented a model that pointed in a similar direction as the advocacy coali-
tion framework. The core argument was that implementation is an evolutionary process in which
programs are constantly reshaped and redefined. The conception thus started from policy inputs
defined by central policy makers. At the same time, it also embraced the idea that these inputs will
almost inevitably be changed in the course of their execution. Thus incremental learning processes
were at the heart of this approach.

Winter (1990) contributed to overcoming the separation of policy formation and implementa-
tion. Still embracing the “stagist” model of the policy process, he points to the effect of the policy
formulation process on implementation. Unlike top-downers, however, he is not interested in the
design of the policy itself but looks at how characteristics of the policy formulation process (like
the level of conflict or the level of attention of proponents) impacts on implementation.

Goggin, Bowman, Lester, and O’Toole (1990), the self-proclaimed founders of the “third
generation” of implementation research, tried to bridge the gap between top-down and bottom-
up approaches. Like top-downers, they continued to accept the perspective of a centrally defined
policy decision to be implemented by lower-level actors. Their goal of developing a general theory
of implementation on the basis of rigorous methods also owes much to the top-down perspective.
However, their conception of the implementation process embraced the fact that implementers are
political actors in their own right and that the outcome of this endeavor entailed complicated nego-
tiation processes between implementers and central authorities. Drawing on empirical case studies
that involved the implementation of federal programs by state authorities in the United States, they
developed a communicative model of intergovernmental implementation. As Hill and Hupe (2002,
66—68) point out, the specific focus on the interactions between federal and state layers of govern-
ment in American federalism raises doubts about the general applicability of the model.

Scharpf (1978) was one of the earliest writers who tried to reconcile the idea of political steering
by central governments with the argument of bottom-up scholars that the transformation of policy
goals into action depends upon the interaction of a multitude of actors with separate interests and
strategies. Introducing the concept of policy networks to implementation research, he suggested
giving more weight to processes of coordination and collaboration among separate but mutually
dependent actors. The concept of policy networks later became a major approach to the study of
policy change as a whole (see e.g., Marin and Mayntz 1991).

A further line of argument places emphasis on a factor that was almost completely neglected
by both top-down and bottom-up scholars: the type of policy to be implemented. Building on the
seminal article by Lowi (1972), Ripley and Franklin (1982) distinguish between distributive, regula-
tory, and redistributive policies, arguing that each of these policy types involves different groups of
stakeholders as well as different types and levels of conflict in implementation. Windhoff-Héritier
(1980) makes a similar argument. She distinguishes between distributive and redistributive poli-
cies. This distinction includes regulatory policy, which can fall into either of the two categories
depending on whether or not a regulatory program involves clearly identifiable winners and losers.>
Her book reveals that distributive policies may be implemented in any implementation structure,

2. Mayntz (1977), another German scholar, followed a similar line of reasoning with regard to policy types.
She distinguishes between different types of policy instruments (imperatives and restraints, positive and
negative incentives, procedural regulations, public provision of services) and discusses the different im-
plementation problems typically associated with these policy instruments.
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while redistributive policies need a hierarchical implementation structure to be executed effectively
(Windhoff-Héritier 1980, 90).

In sum, the approaches we summarized under the heading of “hybrid theories” brought two
important innovations to implementation theory. First, they tried to overcome the conceptual
weaknesses of the polarized debate between bottom-up and top-down scholars. Leaving aside the
normative aspects of the controversy, they focused instead on empirical arguments about the proper
conceptualization of the implementation processes and pragmatically blended the extreme arguments
of both sides into models that embraced both central steering and local autonomy. Second, some of
the hybrid theorists pointed to important factors that had hitherto received little attention.

Scholars like Sabatier or Winter raised the awareness that implementation cannot be analyzed
without looking at the policy formulation process. Sabatier stressed the need to view implementa-
tion processes (or processes of policy change in general) not in isolation. Instead, his advocacy
coalition framework recognizes that extraneous factors such as external economic developments
or influences from other policy fields have to be taken into account as well. Finally, Ripley and
Franklin, Windhoff-Héritier and others hinted at the impact of different policy types on the way
policies are executed.

What is overlooked by advocates of a synthesis of top-down and bottom-up approaches are the
fundamentally different views of both sides on the proper conceptualization of the policy process
and the legitimate allocation of power over the determination of policy outcomes in the light of
democratic theory. Hence, while it seems possible to combine some of the insights of both models,
Parsons is also right in pointing out that some of the differences are so fundamental that the effort
to seek a comprehensive synthesis of both approaches is like trying to combine “incommensurate
paradigms” (Parsons 1995, 487, see also deLeon 1999, 322-23).

The theoretical approaches discussed so far, despite differing in important respects from each
other, have two things in common: They all study implementation processes within nation states
rather than at the international level, and they share a common positivist worldview in terms of
ontology and epistemology. In what follows, we will discuss a number of recent contributions that
take the study of implementation beyond these traditional paths.

3 NEW DEVELOPMENTS IN IMPLEMENTATION ANALYSIS

While the origins of implementation research lay in the study of policy change within nation states,
the growing importance of policy making at the international level has given rise to a substantial
body of literature that addresses the implementation of these “international” policies at the domestic
level. There has been some interest in the effectiveness of implementing international agreements
(Brown-Weiss and Jacobson 1998; Victor et al. 1998). Even more scholars have addressed issues
of implementation within the European Union.

3.1 IMPLEMENTATION IN AN INTERNATIONAL CONTEXT: NEWS FROM EUROPEAN INTEGRATION
STUDIES

The first wave of studies addressing implementation issues in the context of European integration
started out with largely descriptive accounts of implementation failures. To the extent that theoreti-
cal conclusions were drawn at all, these primarily mirrored the insights of the top-down school in
implementation theory. The domestic implementation of European legislation was portrayed as a
rather apolitical process whose success primarily depended on clearly worded provisions, effective
administrative organization and streamlined legislative procedures at the national level (Siedentopf
and Ziller 1988; Schwarze et al. 1990; Schwarze et al. 1991, 1993). Problems in policy execution
were not put down to political resistance by domestic implementation actors, but to “technical”
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parameters such as insufficient administrative resources, inter-organizational co-ordination problems
or cumbersome legislative or administrative procedures at the domestic level.

As far as the general analytical perspective is concerned, most of the research on the implementa-
tion of EU legislation continued to be characterized by a top-down view. Implementation processes
are usually approached from a perspective that asks for the fulfillment of centrally defined policy
goals. Any deviation from the original goals is seen as an implementation problem obstructing the
even execution of European-level policies rather than the legitimate problem-solving strategy of
“street-level bureaucrats.” What changed over time, however, was the increasing awareness among
scholars that implementation is a political process and that the execution of policies is obstructed
often enough by the political resistance of domestic actors. EU implementation research thus moved
into the direction of what we dubbed “hybrid theories.”

The political character of implementation processes was embraced by the second wave of
implementation studies, which evolved in the 1990s. Most of the studies of this second wave fo-
cused on European environmental policy, one of the policy areas where implementation gaps had
become particularly visible. The theoretical innovation of this strand of literature was the incor-
poration of frameworks and arguments from comparative politics. One particularly prominent line
of argument was based on historical institutionalist assumptions about the “stickiness” of deeply
entrenched national policy traditions and administrative routines, which poses great obstacles to
reforms aiming to alter these arrangements. Starting from the observation that many member state
governments struggled to “upload” their own policy models to the European level (Héritier et al.
1996), it was only a short way to the argument that the “downloading” process becomes problematic
if this strategy of policy export should fail (Borzel 2002).

The degree of “misfit,” that is the extent to which a particular supranational policy required
member states to depart from their traditional ways of doing things in terms of policy legacies and
organizational arrangements, thus moved to the forefront in explaining implementation outcomes.
Seen from this angle, European policies face deeply rooted institutional and regulatory structures.
If both fit together, implementation should be a smooth and unproblematic process. If European
policies do not match existing traditions, however, implementation should be highly contested, lead-
ing to considerable delays, and involving a high risk of total failure (see in particular Duina 1997,
1999; Duina and Blithe 1999; Knill and Lenschow 1998, 2000; Bérzel 2000, 2003).

It soon became clear that this theoretical argument was too parsimonious to hold in a broader set
of empirical cases. Although acknowledging the political character of implementation, the “misfit”
argument laid too much emphasis on structural parameters, assuming that domestic actors merely
acted “as guardians of the status quo, as the shield protecting national legal-administrative tradi-
tions” (Duina 1997, 157). This one-dimensional view was challenged by scholars who argued that
the implementation behavior of domestic government parties, interest groups and administrations
was independent of the degree of fit or misfit (Haverland 2000; Treib 2004; Falkner et al. 2005).

Thus, researchers increasingly acknowledged that implementation analysis had to pay attention
to a multiplicity of domestic actor networks including the variegated preferences and institutional
properties of these networks. As suggested by some of the approaches we dubbed “hybrid theories”
above, scholars now began to take into account the complexities of the “implementation games”
played at the domestic level, and they fully embraced the political character of bringing EU leg-
islation into practice. Again building on theories from the field of comparative politics, domestic
implementation processes were seen to be shaped not only by the fit with existing policy legacies,
but also by factors like the number of veto players, the presence or absence of a consensus-oriented
decision-making culture, or the support or opposition of interest groups (Cowles et al. 2001; Héritier
et al. 2001).

The problem with these broader approaches is well-known from “national” implementation
research: the more factors we include in our theoretical models, the less are we able to decide which
of these factors are the crucial ones and which circumstances determine whether they become rel-
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evant (e.g., O’Toole 2000, 268). One tentative solution to this problem is offered by a recent study
that analyzed the implementation of EU social policy in fifteen member states (Falkner et al. 2005).
Starting from a broad theoretical perspective that incorporated a wide range of hypotheses suggested
by previous research, the authors conclude that most of these hypotheses had some explanatory
power, but none of them could explain the whole range of implementation patterns observed in the
total of ninety case studies. As a solution to this puzzle, they then offer a typology of three “worlds
of compliance,” which result from the varying importance of a culture of law-abidingness in the
political and administrative systems of the different member states. Hence, the analysis highlights
the importance of country-specific cultural conditions. These cultural conditions then determine
which sets of other factors are relevant in a particular country setting.

In sum, EU scholars enriched the study of implementation processes by two notable innova-
tions. First, they adopted new methodological strategies. In contrast to “national” implementation
research, where “solid cross-national investigations are still rare” (O’ Toole 2000, 268), the specific
setting of the European Union encouraged an approach that was much more comparative in nature.
As aresult, cross-country comparison has meanwhile become the standard methodological approach
in this field of study. Unlike traditional implementation researchers, EU scholars thus increasingly
became aware of systematic institutional and cultural differences in the typical implementation
styles of different countries. Moreover, there is a growing number of statistical analyses using the
official data on infringement procedures initiated by the European Commission against noncompli-
ant member states (Mendrinou 1996; Lampinen and Uusikyld 1998; Borzel 2001; Mbaye 2001).
Although these studies are struggling with all kinds of methodological problems,’ they could serve
to counteract the case study bias that has marked large parts of implementation research so far.

The second innovation is that EU implementation research, instead of seeking to establish a
specific “implementation theory,” became more and more receptive to general theories, especially
from the field of comparative politics. This is an important development because the incorporation
of concepts from historical institutionalism, game theory or cultural approaches facilitates commu-
nication with other fields of study and might thus increase the visibility of implementation research
in the wider scholarly community.

3.2 THE INTERPRETATIVE APPROACH TO PoLICcY IMPLEMENTATION

The interpretative approach to policy implementation departs from a different ontological stance
than the theoretical contributions previously discussed. It considers the strict distinction between
facts and values underlying the positivist philosophy of science as untenable, and it challenges
the possibility of neutral and unbiased observations. In Yanow’s (2000, ix) words, this means that
“...interpretative policy [implementation] analysis shifts the discussion from values as a set of costs,
benefits, and choice points to a focus on values, beliefs, and feelings as set of meanings, and from
a view of human behavior as, ideally, instrumentally and technically rational to human action as
expressive (of meaning).”

The interpretative approach does not take the factual essence of problems as its main point
of reference, but shows that multiple and sometimes ambiguous and conflicting meanings, as
well as a variety of interpretations, coexist in parallel. While traditional analysis concentrates on
explaining the implementation gap between policy intention and outcome, interpretative analy-

3. Since this data only represents the cases of noncompliance that were actually detected and prosecuted by
the Commission, there are serious doubts as to whether they can be taken as an indicator for the true level
of noncompliance with EU law. In other words, they might represent no more than the tip of the iceberg,
which does not necessarily say much about the size or the shape of those parts that remain below the water-
line (Falkner et al. 2005, chap. 11).
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sis focuses on the analysis of “how policy means” (Yanow 1996). It also rejects the assumption
that policy implementation can be studied without looking at the process of policy formation. In
contrast, it assumes that prior debates and policy meanings have an impact on policy execution as
they influence implementers’ understanding of the policy problem. Implementing actors are also
confronted with multiple policy meanings as policy formation frequently involves the accommo-
dation of contradicting interests. Moreover, the written content of policies may only reflect goals
that are publicly expressible, while implementing agencies are also confronted with the need of
implementing so-called “verboten goals” (Yanow 1996, 205) that are only tacitly communicated.
In this sense, interpretative analysis studies the very definition of the problem or, in other words, it
examines the “struggle for the determination of meanings” (Yanow 1996, 19) and scrutinizes “how
those meanings are communicated” (Yanow 1996, 222).

Rather than assuming that policy statements are purely rational and goal-oriented, Yanow
suggests that statements also have an expressive character. Through them, a polity may reveal its
distinct identity (Yanow 1996, 22). In her case study on the establishment of community centers
in Israel, Yanow highlighted that the use of the metaphor “functional supermarket” had shaped the
concept of community centers’ identity in terms of programs, administrative practices and staff
roles. It thus had turned into an organizational metaphor (Yanow 1996, 129-53).

The focus of the interpretative approach therefore lies on the interpretation of meaning passed
on by policy actors, implementation agencies and target populations (for a similar argument, see
Piilz1 2001). Symbols, metaphors, and policy language, which embody multiple meanings, are em-
bedded in what Yanow (1987, 108) calls policy “culture.” It is the analysts’ main task to examine
how different actors interpret this policy culture and then track down the effect of these multiple
understandings on the implementation process. Furthermore, the analysis focuses on the context
in which policy is transformed into practice. In this sense, the examination of the context-specific
meaning of policy reveals essential features of the implementation process, as Yanow’s (1996)
empirical analysis has also demonstrated.

4 THIRTY YEARS OF IMPLEMENTATION RESEARCH:
WHAT HAVE WE LEARNED?

More than thirty years after the publication of Pressman and Wildavsky’s pioneering study, the time
seems right to take stock of the lessons we learned from implementation research. We will start by
summarizing what seem to us the most relevant insights gained with regard to the area of imple-
mentation itself. Second, we will discuss a number of contributions of implementation research to
the wider field of policy analysis and political science.

What has implementation research taught us about the driving forces behind implementation?
The following five points seem to be worth highlighting:

1. After years of debate between top-down and bottom-up scholars, both sides seem to agree that
implementation is a continuum located between central guidance and local autonomy. The
preferences of street-level bureaucrats and the negotiations within implementation networks
have to be taken into account to the same extent as centrally defined policy objectives and
efforts at hierarchical control. The actual position of individual implementation processes
on this continuum is an empirical rather than a theoretical question.

2. Bottom-uppers have successfully convinced the wider community of implementation scholars
that implementation is more than the technical execution of political orders from above. It
is itself a political process in the course of which policies are frequently reshaped, redefined
or even completely overturned.



Implementing Public Policy 101

3. What bottom-up scholars already suggested a long time ago has become more and more
accepted also among the proponents of “hybrid” or “synthesizing” theories: implementation
and policy formulation are highly interdependent processes. If not abandoning the “stagist”
model of the policy process altogether, it now seems to be widely accepted that it is at least
necessary to take into consideration the impact of policy formulation on implementation.

4. Especially the work of Sabatier has alerted us to the fact that implementation processes
(and processes of policy change more generally) should not be viewed in isolation. Instead,
exogenous influences from other policy fields or external economic developments need to
be taken into account.

5. Recent EU implementation analysis has highlighted that different countries seem to have
different “implementation styles.” To learn more about the contrasting logics of implemen-
tation in different country settings, more research with an explicit focus on cross-country
comparison (national, regional and local studies) is needed. Moreover, this strand of the
literature demonstrated that rather than searching for a unique “implementation theory”,
theoretical arguments from comparative politics, such as the veto player theorem or insights
from historical institutionalisms, can shed new light on implementation processes.

Further to these insights on the forces that drive the process of putting policy into practice,
implementation studies have also contributed to three wider debates in policy analysis and politi-
cal science.

First, implementation research contributed decisively to the debates in public administration
and organizational theory about the character of modern bureaucracies. As bottom-up scholars
persistently argued that administrative actors are often not tightly enough controlled by politicians
and have quite some autonomy in determining how policies are actually executed, they delivered a
serious blow to the conviction that modern public administrations resembled the Weberian model
of a hierarchically organized and technocratic bureaucracy that is subordinate to the authority of
political leaders. What has come to the fore, instead, is the view that public administrations have
much more complex organizational structures and are much less hierarchically ordered than as-
sumed by the Weberian model. Above all, implementation analysis has shown that administrative
actors have their own political goals and that they use the considerable discretion they often have
to pursue these goals rather than the ones prescribed by the political echelons above them. In this
sense, Palumbo and Calista (1990, 14) are right in concluding that “implementation research has
finally laid to rest the politics—administration dichotomy”. Instead, implementation scholars paved
the way for a more realistic conception of the institutional features and the role of modern public
administration in politics.

Second, the wider debates on political steering and governance, which have been particularly
lively in Europe, especially in Germany, owe much to the insights of implementation scholars (for an
overview, see Mayntz 1996, 2004). In the 1960s and early 1970s, the dominant view in this debate
was characterized by political planning approaches (Mayntz and Scharpf 1973). These approaches
started from the assumption of a simple hierarchical relationship between an active state and a
passive society. In this view, the ability of political leaders to shape society according to politically
defined goals found its limits only in the availability of scientific knowledge about the most pressing
problems to be solved and in the effectiveness of the state machinery to devise the proper political
strategies to address them. Neither the actual execution of policies by administrations nor the re-
actions by target groups were seen as a major problem. The findings of implementation scholars
about the complexities and problems of policy execution meant a serious setback to this model. The
second attack came from interest group research, which discovered, especially in Europe, various
forms of neocorporatist patterns where governments cooperated with strong interest associations
in policy formation and implementation or even delegated certain public tasks to “private interest
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governments” (Schmitter and Lehmbruch 1979; Streeck and Schmitter 1985). In theoretical terms,
a fundamental critique of the paradigm of hierarchical steering was added by autopoietic systems
theory, which argues that society is made up of a set of autonomous subsystems, each of them
functioning according to a specific logic. The relative closure of each individual subsystem makes
it hard for other subsystems (and therefore also for the political system) to influence them in a
deliberate fashion (Luhmann 1985). All of these developments finally gave rise to a new, nonhier-
archical model of political steering. The new keyword of this model is “governance” within policy
networks or negotiation systems where public actors from different levels cooperate with private
actors in the production and execution of policies (Rhodes 1997; Scharpf 1997; Pierre and Peters
2000, chaps. 6 and 9).

Third, implementation scholars, especially those from the bottom-up camp, were among those
who voiced serious concerns as to whether classical liberal democratic theory was still appropriate for
a world in which not only elected representatives but also administrative actors and interest groups
have a decisive say in shaping and delivering policies. Hence, implementation analysis gave an
important impulse for the development of alternatives to the model of representative democracy.

Admittedly, the efforts to develop such an alternative model of democracy have only produced
some preliminary results. However, there are two strands of theorizing that should be noted here.
The first one centers on the Habermasian notion of deliberative democracy, which is based on the
idea that democratic decisions are the outcome of consensus-oriented, rational discourses among
all affected actors (Habermas 1987; Miller 1993). In implementation research, scholars like deLeon
(2001) have taken up the notion of deliberative democracy, and interpretative approaches to imple-
mentation (such as Yanow 1996) are also built upon this model of democracy. The other strand does
not presuppose consensus-orientation and arguing, but tries to develop democratic standards for the
interactions of public and private actors within negotiation systems or policy networks. One example
is the model of “associative democracy” (Cohen and Rogers 1992; Hirst 1994), which is based on
the assumption that in modern societies, many nonelected actors, especially interest associations,
have a crucial say in policy making. Rather than seeing this as a danger for democracy, the authors
suggest that these actors, to the extent that they are representatives of certain groups of citizens and
their common interests, can also add to the legitimacy of political decisions.

5 CONCLUSIONS AND FURTHER OUTLOOK

We have demonstrated in this chapter that implementation research has produced a number of
important insights with regard to both the field of implementation itself and the wider context of
the social sciences. Nevertheless, it is not particularly prominent in the wider scientific community.
For example, neither the New Handbook of Political Science (Goodin and Klingemann 1996) nor
the volume on Theories of the Policy Process edited by Sabatier (1999) include more than a few
scattered paragraphs on the issue of implementation. In our view, the visibility of implementation
analysis was severely hampered by three persistent weaknesses.

First, implementation research has been characterized by a lack of cumulation. For a long
time, constructive cumulative research was impeded by the fundamental clash between top-down
and bottom-up scholars (Lester et al. 1987, 210). However, as the discussion above has shown, this
problem also persists after synthesizing or hybrid theories had tried to bridge the gap between these
approaches. For example, the findings of European integration scholars have thus far been largely
neglected by “national” implementation research.*

4 Neither the recent summarizing articles by O‘Toole (2000) or deLeon (2001) nor the latest handbook on
implementation research by Hill and Hupe (2002) or the recent symposium on implementation analysis in
Public Administration (Schofield and Sausman 2004) include any reference to this strand of research.



Implementing Public Policy 103

Second, the theoretical models presented by implementation scholars, no matter whether they
emerged in the context of the first, second, or third generations of research, typically comprise a
multitude of potential explanatory variables. Yet we know little about which of these factors are
more or less important under what kind of background conditions.

Third, the largest part of implementation research has been characterized by a shared positiv-
ist ontology and epistemology that largely ignores the role of discourses, symbols, and cultural
patterns.

However, these weaknesses do not suggest that implementation research should be abol-
ished altogether, as has been argued by scholars like Ingram or Sabatier, who moved on to
other subjects such as policy design or the study of policy change more generally. Unlike this
group of scholars, who have recently been dubbed “terminators” (Lester and Goggin 1998,
3), we think that it is still very useful to invest time and money into the study of how policies
are transformed into action. Unlike the advocacy coalition framework and many network ap-
proaches, we think a separate analysis of implementation is useful since the actors involved
in policy formation and implementation, while partly overlapping, are certainly not always
exactly the same. Hence, keeping the stages of the policy process separate and focusing on one
of them in more detail still seems to be worthwhile, although the interdependencies between the
stages have to be taken into account as well.

But in order to advance our understanding of implementation beyond the level that has already
been achieved, implementation research needs to take new directions. In particular, implementation
analysis should strive to avoid the weaknesses that have hitherto curtailed its impact on the study
of policy change. In this sense, we belong to the group of what Lester and Goggin (1998, 2) have
called “reformers.” First, more mutual awareness of the findings of other scholars in the field could
certainly boost more cumulative research. Processes of cross-fertilization could thus improve our
understanding of implementation processes.

Second, the problem of overcomplex theoretical models might be mitigated by moving toward
what deLeon (1999: 318) has dubbed “contingency concepts,” which take institutional properties of
implementation structures, policy types, or country-specific cultural variables as framework condi-
tions that make certain types of implementation processes and certain clusters of explanatory variables
more likely than others. There have been some initial attempts in this direction (e.g., Matland 1995;
Windhoff-Héritier 1980), but the potential of this approach has certainly not been used to the fullest
extent possible. Careful comparative investigations of cases that have been selected with a view
to systematically varying different policy types, institutional settings, countries and (more or less)
successful or failed instances of implementation, could complement these theoretical efforts.

While these two strategies point into a similar direction as the one suggested by third-genera-
tion scholars (see e.g., Lester and Goggin 1998), notably to continue implementation studies in
a more sophisticated way, there is also another sphere which previous research has only touched
upon rudimentarily. There is much to be learned from interpretative and constructivist approaches,
which argue that policy contents and objectives as well as implementation problems often cannot
be discerned on an objective basis. Instead, the nature of what is at stake in processes of policy
execution may be subject to fundamentally different perspectives that are shaped by language,
culture, and symbolic politics.
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8 Do Policies Determine Politics?

Hubert Heinelt

1 INTRODUCTION

One influential thesis for analyzing the policy process has been formulated by Theodore Lowi.! He
has argued, “Policies determine politics” (Lowi 1972, 299). In this chapter, the context will first
be outlined against which Lowi developed his thesis (section 1). The chapter will then address the
influence of this thesis on the academic debate as well as on the doubts raised about its explanatory
potential for analyzing individual policy sectors like labor market policy, public old age pension
policy, environment policy, or migration policy. The main focus of this chapter will be on how to
make use of Lowi’s thesis in respect of individual policy fields. However, such an attempt is lim-
ited because policies cannot effectively be considered separately from their related historical and
locational structures and actor constellations related to them. What this implies and how to cope
conceptually with this problem will be addressed in the chapter’s final sections.

2 LOWI’'S THESIS “POLICIES DETERMINE POLITICS”. . .

Lowi’s thesis was initially related to basic policy mechanisms or policy types, namely, distributive,
redistributive, and regulatory policies.? Its relevance has first of all to be seen in the time during
which it was formulated. It was Lowi’s ambition to develop a framework for categorizing case
studies (see Benz 1997, 303). At the same time, he wanted to draw attention to the question: what
does policy making (in the sense of politics) depend on? This was a key issue because at that time
studies were strongly influenced by Easton’s (1965) model of the political system according to
which the political-administrative system remains a black box between political input (demands of
and support from citizens) and political outputs (laws, programs and such). Processes within the
political system remained unanalyzed. Lowi’s thesis pointed in the direction in which one should
look for an answer—at the content of a policy and the kind of problems associated with it.
Because the content of a policy—in the sense of its distributive, redistributive, or regulatory
character (see Table 8.1)—implies particular outcomes, this results in particular responses from
those affected, which, in turn, have an impact on political debate in terms of decision making as well
as implementation. Or as Lowi (1964, 707) put it, “It is not the actual outcomes but the expecta-
tions as to what the outcomes can be that shape the issues and determine their politics.” This leads
to different kinds of “policy arenas” that exhibit particular features of conflict or consensus. They
are crucially shaped by the costs and benefits identified by those involved. In summary, a policy
aimed at redistribution and an unequal allocation of costs and benefits will be found in an arena

1. This paper has been finished during a stay as a visiting fellow at the School for Policy Studies, University
of Bristol. I have benefited a lot from fruitful discussion there, especially with Alex Marsh and Randall
Smith.

2. Later on (Lowi 1972) constituent policy was added, i.e., procedural policy setting the rules for policy mak-
ing, which will not be addressed in detail in the following.
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TABLE 8.1

Classification of Policy Types

Policy Type Characteristics Characteristics Examples Guiding

of the Policy of the Arena Principles

Distributive Collective public Consensual Research grants Incentives
provision No opposition/resistance ~ General tax reduction

Redistributive Relation between Conflictual Progressive taxation Imposition by
costs and Polarization between Labor market policy the state
benefits obvious winners and losers Social assistance

Ideological framing

Regulatory (Legal) norms for Changing coalitions Consumer protection Imposition by
behavior/interaction  according to Safety at work the state
the distribution Protection of Persuasion
of costs and benefits environment Guidance by

exemplary models
Self-regulation

Translated and modified from Windhoff-Héritier 1987, 52-53.

characterized by conflict. By way of contrast, a policy trying to offer universally available services
or goods with unclear consequences for the distribution of costs and benefits will be found in an
arena characterized by conflict-free processes of policy making. The same applies to a regulatory
policy which includes a binding code that does not result in observable benefit. It may imply costs
and benefits but they are hard to calculate or predict. Or to put it precisely: “In all components of
conventional politics—legislative, administrative, judicial and civil society—the choice of policy
mechanisms imposes predictable constraints on the outcomes of public actions and is not simply
derivative from either the electoral process or the configuration of interest groups” (Nicholson 2002,
165 with reference to Lowi 1972, 300).

The emphasis given by Lowi to the linkage between the mentioned policy mechanisms and
policy arenas characterized by a certain degree of conflict or consensus was inspired by a certain
approach: Lowi was interested in “the choices about how to apply the power of the state and not
primarily on what goals the sate should pursue” (Nicholson 2002, 163). This led to a microanalysis
of how public power has been applied coming to the result that this could be done in different ways
and that policy choices are possible—namely between the mentioned policy mechanisms or types.
In other words, because perceptions of policy outcomes are relevant, strategic policy makers—in
a position to influence those perceptions—can increase the likelihood of a direct influence on the
policy process.

This is addressed in the policy analysis literature by the key phrase “issue relabelling” (see
Windhoff-Héritier 1987, 56-57 for an overview). This means that by relabelling a policy, the percep-
tion of what a policy is about can be influenced—and by this the policy process is also affected. For
example, regional policy aiming at equalizing or at least balancing regional and social disparities
is apparently redistributive. However, to calm down controversies resulting from the redistributive
effects of this policy, emphasis can also be placed on related measures that are of general benefit.
The development of the infrastructure, for instance, can improve the accessibility of regions, in
relation to the exchange of products (the market) or the mobility of people (for the workforce as
well as for tourists) (see Heinelt 1996, 20).

The success of “issue relabelling” depends crucially on the specific context. This applies for
the expressions used and the notions to which they are related. A good example is the opening up
of a debate about immigration policy in Germany in 2000 by the discussion about a “green card.”
The expression “green card” was related to its particular American context, and thus to a “demand-
driven” and selective immigration policy.
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This example also points in another way to the importance of embedding “issue relabelling” in
a particular context. Chancellor Schroeder introduced this issue at a specific place and in front of a
particular audience. It was the opening speech at Cebit Hanover, the world’s largest fair for comput-
ers, communication, and information technology, where he could be sure (against the background
of a labor shortage in this sector of the German economy) that his rearticulation of the immigration
agenda would find not only support from his listeners, but also be picked up by the media.

3 ...AND ITS IMPACT ON DEBATES IN POLITICAL SCIENCE

Although this line of thinking has been very influential not only in policy analysis but in political
science in general (see Benz 1997, 303) and reflections on the distributive, redistributive, or regu-
latory effects of policies have become usual starting points in analyzing policy processes, Lowi’s
approach has also been criticized.

For instance, it can be argued that the emphasis placed on expectations or perceptions by Lowi
(when stating that it “is not the actual outcomes but the expectations as to what the outcomes can
be that shape the issues and determine their politics”) does not lead to clarification in respect of
policies or policy types. Instead, because perceived outcomes are determining politics, the clarity
gets lost in linking particular policies to conflictual or consensual arenas. Indeed, when one-sided
restrictions or disadvantages are perceived in respect of a law with a regulatory content, it can lead
to political conflict just like redistributive policy, even though such a law may be generally binding
and affecting everyone.

One example of this is the European Union directive about the employment of workers from
other member states in addressing issues like social security contributions and benefits, as well as
wages according to national wage agreements. This directive has caused major arguments in some
countries (like Germany) where the negative impact on the endogenous workforce has been obvious.
In the light of this example, one can question Majone’s thesis (1994) that the future of the EU is
that of a “regulatory state,” i.e., the EU will be capable only of regulative (market-correcting) and
not redistributive policies, because the latter implies conflict and goes beyond the decision making
capacity of the EU (see Heinelt 1996, p. 17-20). The same argument could apply to a distributive
policy. Consider the provision of kindergartens in a time when the proportion of households with-
out children is increasing. In such a context this “classical” distributive policy, can be perceived as
redistributive one, as a one-sided support for families or a redistributive burden sharing between
households with and without children.

The academic debate on Lowi’s thesis has also been taken further in another direction. The
thesis (policies determine politics) has been de-coupled from the types of redistributive, distributive,
and regulatory policies insofar as attempts have been made to relate it to policy sectors like labor
market, public old-age pension, environment, immigration, and the like. This approach to provid-
ing an answer to the question of how and why policies determine politics has been linked to the
increasing focus of policy analysis on specific policy sectors (Windhoff-Héritier 1983, 351). But
in looking at individual policy sectors, the focus on the three policy types appears not to be very
fruitful, because within policy sectors distributive, redistributive, and regulatory policies as well as
consensual or conflictual policy arenas can be found at the same time as well as sequentially. For
instance (like in Germany; see Egner et al. 2004), in housing policies rent allowance and legal pro-
tection of tenants can be complementary, i.e., instruments supporting tenants in the housing sector
comprising, in the first, case a redistributive and, in the second case, a regulatory policy mechanism.
Further, these instruments can (at least in some countries) rely on social housing built in the past
by developers who have received subsidies which represent a redistributive policy, Finally, one
can consider measures for the improvement of the infrastructure in a neighborhood, which can be
labeled as distributive policies.
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Attempts to make clear statements on the nature of policy-politics interdependencies by in-
dividual policy sectors are not only confronted by the phenomenon that regulatory, redistributive
and distributive policies can be of relevance for a certain policy field at the same time. Further-
more—and providing that such an attempt should start from Lowi’s model—it has to be clear that
Lowi offers a tool of microanalysis (as mentioned above), i.e., to explain or even to predict why a
certain program characterized by one of the mentioned policy mechanisms is leading to particular
policy processes. “This is not a fatal flaw and it does not, in and of itself, undermine the utility of
the model so long as one applies it safely within particular historical eras and specified institutional
frameworks” (Nicholson 2002, 170). But attempts to make clear statements on the nature of policy-
politics interdependencies by individual policy sectors are clearly not restricted to the application
of a certain model (like that of Lowi) to a historically given institutional setting. Instead, a more
general approach is in play clarifying general characteristics of policy processes in policy fields.
Additionally, it can be argued that “policy choices,” i.e., choices between a regulatory, redistributive,
and distributive policy (as assumed by Lowi’s approach of microanalysis of the policy process) are
hard to make (or even hardly possible). Instead reflections on structural constraints and opportuni-
ties for policy making or tools of macro analysis seem to be necessary—not least as argued in this
chapter regarding policy sectors.

However, in looking for such tools to identify structural constraints and opportunities for
policy making by individual policy sectors contingent factors, labeled by Windhoff-Heritier ”’policy
contingencies” (1983, 359), can hardly be denied. These policy contingencies mean that policy
sectors should not be seen as unchanging or independent, but as contingent, that is, dependent on
institutional structures as well as affected by the specific perceptions and actions of actors. Benz
(1997) has tried to address the challenge to consider specific policy-politics relations as well as
“policy contingencies” from the perspective of an actor-centered institutionalism. According to him,
the interests of actors define what a policy is or should be about. However, this actor, or interested-
related definition of policies, has to be connected with (1) a “feasible set” given at a certain point in
time and with (2) an already existing institutional structure (Benz 1997, 306). In other words, simply
through the definition of a policy a problem becomes subject to political decision and therefore a
task of politics. Nevertheless, institutional conditions and power relations impact on the definition
of a policy, but they do not totally determine decisions. They leave room for discretion (see Benz
1997, 305, 310) according to the particular (historical) situation in which actors have to solve a
problem or define it.

This argument avoids the difficulty that academic policy analysts can get into if they strictly
follow the thesis “policies determine politics” regarding policy sectors and if this thesis is not com-
bined with reflections on policy contingencies. Specifically, the would imply—given that a policy
sector would be seen as the only relevant variable for explaining politics—that institutions, parties,
forms of interest mediation, political culture, etc. do not matter, only the policy sector does.

In fact, the statement that only the policy sector matters is inadequate for academic policy
analysts. For example, studies in comparative public policy start from national variations in indi-
vidual policy sectors and try to explain them by institutions, parties, forms of interest mediation,
and political culture (see the seminal work of Heidenheimer et al. 1975 and for different approaches
to explain national differences Heidenheimer et al. 1990, p. 6 ff.). Again, in policy studies focused
at the local level differences in urban policies are explained by diverging institutional conditions,
particular situations (“feasible sets”), as well as actor-related definitions or perceptions of problems
and ways to solve them (see for an overview of recent studies Haus et al. 2005).

However, in these studies on policy sectors, generalized arguments on policy-politics inter-
dependencies are missing, or are conceptually underdeveloped (this is also true for the work of
Heidenheimer et al. 1975). This is not so surprising: “the comparison of a single policy sector across
nation-states prioritizes institutional variation” (John and Cole 2000, 251), and a comparison of
case studies of cities in a single country with more or less the same institutional settings leads to a
focus on local particularities.
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John and Cole (2000) try to provide an empirical answer to the question “When do institutions,
policy sectors, and cities matter?”” and concluded that the “research findings do not neatly confirm
one of the three hypotheses” (John and Cole 2000, 264)—namely “policy sectors matter,” “institu-
tions matter,” and “cities matter” (where the latter would relate not only to place but also to a certain
“feasible set” at a particular point in time). But the study made clear (based on local economic
development and secondary education two French and two British cities) that policy sectors play a
role insofar as nationally divergent institutional settings are embedded in them, which influence the
formation of local particularities and certain “feasible sets” at particular points in time in general.
This can be linked to a concept of “policy institution” according to which “a particular policy arena
has a set of formal and informal rules that determine the course of public decision making” (John
and Cole 2000, 249 with reference to Mazzeo, 1997).

In the following, the formation of different policy institutions (or policy-specific arenas) will
be linked to two elements characteristic of a particular policy sector: the distinctiveness of the
problems to be addressed, and specificity of the consequent effects of a policy.

The first element points to specific conditions (challenges as well as options) to address a prob-
lem according to its very nature. The second element refers to specific impacts on those affected.

In practical terms, this means that in the case of public pension policy, for example, a central-
ized structure of the delivery system is likely as well as conditionally structured policy instruments,
i.e., particular conditions that have to be met for someone to benefit from the provision offered by
this policy. Furthermore, the potential beneficiaries of such a policy are likely to remain passive.
This means meeting the conditions laid down—those which apply to them not just as individuals
but to a social category or a collective entity (e.g., older people). It also means being guaranteed to
receive a clearly defined provision from a centralized delivery system. The situation is different in
the case of social services. Here decentralization, an orientation toward a certain policy objective
(e.g., social inclusion in general or drug prevention in particular), is linked to an individual (e.g., a
drug addict) and the active involvement of that person is crucial.

Although changes over time in individual policy sectors as well as international comparisons
of public policies demonstrate major variations, they also point to some general policy-specific in-
stitutional arrangements—such as those just mentioned regarding public pension policy and social
services—and the prevalence of certain forms of policy making in different policy sectors. Such
features will be considered in the next section.

4 DIMENSIONS FOR DISTINGUISHING POLICY-POLITICS RELATIONS

Let us start from the point discussed earlier—the perception of a problem as well as the impact of the
solution of a problem play a crucial role in conceptualizing policy-politics relations. Additionally,
three further aspects are connected to perceptions of how a problem can be solved politically—dif-
ferences in predictability, shifting or static policy boundaries, and interdependencies between policy
sectors (see Table 8.2).

4.1 DirrerenTIAL OR GENERAL IMPACT OF A PROBLEM

Assuming policy making is analyzed as a process of solving problems—as is usual for policy analy-
sis (Mayntz 1982, 72)—the kind of problem to be solved politically cannot be ignored. Problems
transferred from the societal environment into the political system and taken up by the latter to
be solved by a societally binding decision can be classified in different ways. In this section, the
emphasis is on the distinction between problems affecting everyone and those that just affect some.
This distinction is important because it refers to the level of conflict that can occur if something (or
nothing) happens to address a particular problem.
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TABLE 8.2
Dimensions for Distinguishing Policy-Politics Relations

Dimensions Examples

(Active) Labor Market Policy Public Old Age Pension Policy

Application of a problem: (socially) selective universal
selective vs. universal

Policy effects: individualizing vs. collective individualizing collective

Predictability relatively clear clear

Policy boundaries* shifting stable

Policy interdependencies® substantial limited

*The aspects of policy boundaries and policy interdependencies will be considered tobether in section 4.4.

This becomes clear when looking at standard risks of employees addressed by different
social policies. Everyone gets older and every employee is confronted with the prospect of
not being able to earn his/her own living. Unemployment differs from these standard risks
because it may threaten every employee but actually affects only some, and it affects some in
such a way that the chance of earning one’s living is placed in question over a long time so
that social exclusion is likely to occur. The fact that unemployment is a socially selective risk
may explain why unemployment—in contrast to the social risk of not being able to earn one’s
living beyond a certain age—is addressed politically in a rhetorical sense but not with real
priority. When unemployment is high on the public policy agenda (beyond political rhetoric,
as in the case of the ongoing “workfare” reforms; see for an overview Finn 2000) it is usually done
for other reasons, such as to reduce public spending.

However, the difference between a problem affecting some people but not everyone is not all
that clear and, moreover, can be dynamicized due to political debate. In comparing countries, it
becomes clear that views on those affected, as well as the perception of reasons why they are af-
fected, differs between countries. For instance, the perception that it is one’s personal responsibility
if one is unemployed is widespread in the UK, whereas in Germany the prevailing perception is that
unemployment is a societal (and not an individual) problem to be solved politically (see Cebulla
2000).> However, as the recent reform of labor market policy in Germany shows (Heinelt 2003)
this can change.

4.2 INDIVIDUALIZING AND CoLLecTIVE PoLicy EFrecTs

That political actors can respond, for example, to the problem of unemployment cannot be explained
adequately by the structure of the problem according to the distinction outlined above. What also
has to be considered is whether or not the effect or the objective of a policy is regarded as something
related to individuals or to a group. This becomes clear when considering labor market policy. An
active labor market policy consists of measures aimed at bringing the unemployed back into the
work force. A “passive” labor market policy consists of providing cash benefits for the unemployed
(see Schmid et al. 1992).

3. This fits in with Luhmann’s (1991, 1993) distinction between “risk” and “danger.” According Luhmann,
a risk refers to action or nonaction by an actor, whereas a danger refers to something beyond the scope of
individual influence. However, as argued above, what is perceived as a risk or as a danger varies. Further-
more, it can be said that a thunderstorm may be a danger, but it is a risk to walk over an open plain during
a thunderstorm or when a thunderstorm is expected.
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Because active labor market policy focuses directly on improving “employability” (to use the
EU jargon) or creating employment, it implies an individualization as it depends on how individuals
do or do not make use of job offers, job qualifications, and job creation schemes and so forth.*

The situation for public old age pension policy is different from unemployment and labor market
policy. It addresses not only the (collective) security of living beyond a certain age for older people
in society but also for younger people, because they have an interest in having secure prospects for
the later stages of their lives.

The profile of an active labor market policy implies that (key) policy makers can point to the
individual use (or nonuse) of policy instruments available for (re)integration into the employment
system that may reduce political demands to do more. In the case of public pension policy, arrange-
ments have to be made which include collective entitlements to withdraw from the labor market.
However, the importance of a fixed retirement age depends on a politically secured level of income
enabling those reaching this age (as a social group) actually to withdraw from the labor market.

Therefore, differences in specific policy sectors do not only result from the fact that some
problems just affect some (i.e., that some problems are socially selective) and other problems af-
fect everyone but also from individualizing and collective policy effects. These two dimensions,
through the different responses by citizens and policy makers, lead to further specific features of
the politics of the policy making process.

4.3 PREDICTABILITY

The predictability of both the development of the societal environment of the political system, as
well as of the effects of political decisions or interventions, are crucial issues for politics which
differ by policy sectors.

The predictability of the effects of political decisions is related to the range of choices
available. As more options become available, the effects of political decisions are harder to
predict and the more contested the debate becomes on how to solve a problem. This becomes clear
when looking at the political debates on how to combat unemployment. The more diagnosis about
the reasons for unemployment and measures to solve this problem are not only manifold but also
contradictory, the more the predictability of the outcomes of certain programs is questioned from
the very beginning.

However, looking at labor market and employment policy further, policy sector-related par-
ticularities linked to predictability of policy outcomes can be clarified. In the case of active labor
market policy, the effects of political decisions on the labor market are relatively easy to predict
because they are directly linked to employment or training offers for specific (groups of) persons
and can directly decrease the number of unemployed. Such a decrease is quantitatively predictable.
In the case of employment policy, i.e., a policy aimed at reducing unemployment indirectly through
an increase in public demand/spending, the financial support of private investment or a reduction
in the working week/month the circumstances are different because the effects of such measures
on the labor market depend on spillovers and the behavioral responses of independent (economic)
agents, which can hardly be influenced politically. For instance, a reduction in working hours per
week does not necessarily imply that the workforce will increase proportionately.

Even more clear is predictability in public (old age) pension policy. In this case, using known
demographic structures and actuarial calculations, it is statistically simple to measure the future
financial consequences of a new regulation.

4. Furthermore, the majority of unemployed people do not see unemployment as a problem determining their
lives but as a transitory phenomenon.
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4.4 INTERDEPENDENCIES AND PoLicY BOUNDARIES

In the case of labor market policy, further fundamental challenges appear, reflecting some of the
characteristics of policy-politics interdependencies. On the one hand, effects and feedbacks from
other policy sectors are harder to assess than in other areas—for example, public pension policy.
This is due to the fact that labor market policy does not have clear boundaries. Instead, it is char-
acterized by shifting boundaries in relation to education, early retirement, (urban) regeneration, or
family policy. On the other hand, dependency on economic development is more striking than in the
case of public pension policy. For the latter, benefit demands are predictable against the background
of a more or less stable demographic development, and pension policy is dependent on economic
development only on the income side and not additionally in the short term on the spending side,
as in the case of labor market policy.

Interdependencies and shifting boundaries of a policy imply more than uncertainty in policy
processes in respect to predicting, planning, and taking decisions. Shifting policy boundaries are
also associated with an actor constellation being many layered, many faceted, fragile, and muddled.
Actors may enter or leave the arena; new linkages may evolve, loosen or even get cut; policy objec-
tives may move, be newly established, or even abolished. Whereas this applies particularly to policy
sectors like the labor market, public pension policy is an example of a policy sector in which the
involvement of actors is relatively stable and the dominant policy objectives do not shift.

However, in some respects the impact of shifting policy boundaries and interdependencies can
also be ambiguous. Linking a policy sector with others can strengthen it in respect to agenda setting,
allocation of funding, etc. But the other side of the coin is that the more there are interlinkages with
other policy sectors and the more a variety of actors are involved, the bigger the danger of blurred
policy objectives that can, in turn, negatively impact agenda setting, allocation of funding, and the
like. Which situation applies depends on (as discussed in section 3) the perception of problems
and the definition of what a policy is or should be about, and this is the result of the objectives and
interests of actors. But this is connected with a certain institutional context and a particular “feasible
set” at a given point in time (see, as an example, the development of housing policy in Germany;
Egner et al. 2004).

5 “POLICY INSTITUTIONS”

To exploit the explanatory potential of the just described framework for distinguishing and clarify-
ing policy-politics relations within policy sectors against the background of John and Cole’s (2000)
definition of “policy institutions” as well as the ideas of Benz (1997) inspired by an actor-centered
institutionalism, mentioned before the following seems to be appropriate.

One should start from the distinctiveness of problems to be addressed in a policy sector and
the particularities of effects linked to it. To do this the dimensions developed for distinguishing
policy-politics offer guidance. Building on these dimensions, specific institutional settings (includ-
ing their formal and informal rules) of policy sectors to be found in individual countries (or even at
subnational level) and at certain points in times should be scrutinized. Through such an empirical
approach, historically specific features of policy sectors will emerge, as will the relevance of core
patterns of actor constellations over time and variation between countries and cities. Such constel-
lations can be seen as sector-specific patterns of policy networks comprising of particular execu-
tive, legislative and societal organizations or actors typically involved in the development, decision
making and implementation of a particular policy. Therefore, policy sectors can differ over time
and by country or city, but attention should be paid to specific policy networks characteristic of a
particular policy sector (for overviews about different typologies of policy networks see Jorden and
Schubert, 1992; Waarden, 1992).
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For instance, the kind of actors involved, as well as their constellation or the linkages between
them, can differ with respect to centralization or decentralization of implementation as a result of
the particular problem to be addressed (see public pension policy and social services above). Fur-
thermore, the kind of actors clearly differs when looking at local level policies aiming at economic
competitiveness or social inclusion (see Klausen and Sweeting 2005) because in the one case a
limited number of highly resourced economic and public actors are involved, whereas in the other
amultitude of societal actors are usually integrated beside different public ones. In these two policy
sectors the ways the actors are interacting or taking decisions are strikingly different, which has
without any doubt effects on how policy is made (by majority, hierarchy, bargaining, or arguing; see
Klausen et al. 2005). In the field of economic competitiveness, the participation of highly resourced
economic actors is decisive to achieve policy objectives and the relevance of majoritarian decision
making by a representative body and hierarchical interventions by public administration officials
is limited because the economic actors should not feel frustrated. Instead bargaining plays a crucial
role. In the sector of social inclusion societal actors (e.g. from the voluntary sector) have limited
opportunities for negotiating with public authorities. Instead, they have to convince them by “good
reasons” or public argument, and majoritarian decision by a representative body and hierarchical
interventions by public servants are usually crucial for redistributing financial resources, and defining
and securing the claims of single individuals as well as of groups, such as disabled people.

The institutional setting embedded in policy sectors, i.e., “policy institutions” goes beyond actor
constellations or policy networks, although there is a link between institutions determining a “feasible
set” of choices for actors and actors reproducing and reshaping institutional imperatives.

The explanatory value of the notion of “policy institutions” is clarified by the following examples
(see Heinelt and Meinke-Brandmeier 2005). Environment protection is usually characterized as a
regulatory policy, but it can also rely on financial incentives or support and therefore on redistributive
or distributive policies. When it comes to the application of regulatory rules hierarchical decisions
by public authorities (by planning acceptances or rejections) are crucial. Additionally, the approval
or rejection of hierarchical decisions can play a role. Both can be perceived as “policy institutions”
determining the course of policy making in the phase of implementation of environment protection.
These sector-specific “policy institutions” in the phase of implementation of environment protection
differ from those in consumer protection, although the latter is also primarily a regulatory policy
relying (as in the case of environment protection) on financial incentives or support. Consumer
protection regulates relations between producer, customer, and standards of food safety. It employs
therefore prescriptions subject to legal review by courts. However, a main policy instrument for
food safety is labeling. This leaves the decision of buying or not buying a certain commodity (e.g.,
genetically modified products) to the customer, and the institution through which individual consumer
choices might lead to a particular outcome (production or availability of a certain commodity) is
the market or its so-called “invisible hand.”

The consequences of these two “policy institutions”—public administrations intervening
(together with courts) hierarchically in society in the one case and guidance and control through
the invisible hand of the market in the other—for politics are obvious—for example, looking at
room for political maneuvering for civil society. Whereas environment groups see themselves in an
unfavorable situation because they are forced to transform their ecological reasoning into a legal
argument and mount protests (which do not usually impress public administrations or courts), con-
sumer protection groups are in a better position because they can try to influence consumer choices
by public reason and persuasion—the heart of their repertoire of political actions (for more detail,
see Heinelt and Meinke-Brandmeier 2005).

If we take particular institutional setting and policy-specific networks in the way outlined
above, then Lowi’s thesis “policies determine politics” makes sense insofar as characteristics of
policy processes can be related to institutional settings and actor constellations typically involved
in the development, the decision making, and implementation of a particular policy.
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6 CONCLUSION

To realize what Lowi’s thesis intended, namely to offer a basis for the development of a “policy
theory” by a typology of policy-related structural features, three points are crucial. First, Lowi’s
orientation to policy choices and its focus on microanalysis has to be broadened by reflections on a
macro level. Second, the systematic distinction of perceived problems as well as policy outcomes
has to be taken further. The reflections on different dimensions for distinguishing policy-politics
relations (see section 4) offer some progress in this respect. Third, specific “policy institutions,”
i.e., “a particular policy arena [with] a [certain] set of formal and informal rules that determine
the course of public decision making” (John and Cole 2000, 249), should be analyzed to answer
the question why they allow for policy processes with certain characteristics—and not for others.
Although such an analysis would be empirical and historically oriented, options for generaliza-
tion are not impossible per se. On the contrary, options for generalization are mostly available and
should be more strongly used.
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9 A Guide to the Advocacy
Coalition Framework

Christopher M. Weible and Paul A. Sabatier

The Advocacy Coalition Framework (ACF) is a policymaking framework developed to deal with
intense public policy problems (Sabatier and Jenkins-Smith 1988, 1993, 1999). It is best served as a
lens to understand and explain belief and policy change when there is goal disagreement and techni-
cal disputes involving multiple actors from several levels of government, interests groups, research
institutions, and the media (Hoppe and Peterse 1993). The ACF has proven to be one of the more
useful public policy frameworks (Schlager 1995; Schlager and Blomquist 1996; Johns 2003).

Since the ACF’s inception in 1988, there have been dozens of ACF case studies and publications.
Recent examples are listed in Table 9.1.! Most applications deal with energy and environmental
policy in the United States, Canada, and Europe (e.g., air pollution, marine/coastal policy, water policy,
oil/minerals, and climate change). But researchers have increasingly applied the ACF to policy areas
outside of energy and environmental policy (e.g., domestic violence, drug policy, and public heath).
There has also been an increase in the number of researchers applying the ACF to issues in Asia,
Africa, Australia, and South America.

Despite the worldwide applications of the ACF in a variety of policy areas, we are observing
a need for a more digestible version of the ACF for public and private managers.' This chapter
provides a field guide to the ACF. It is written for people without a strong public policy or political
science background who are interested in formally and informally applying the ACF to think criti-

TABLE 9.1
Recent Examples of ACF Applications

Author Year Geographic Scope Substantive Topic

Applications by ACF Authors and Students

Herron and Jenkins-Smith 2002 U.S.
Zafonte and Sabatier 2004 U.S.

Nuclear security
Air pollution

Weible and Sabatier
Leach and Sabatier

2005
2005

Applications by Other Researchers

Marine protected areas
Watershed partnerships

Jordan and Greenaway 1998 U.K. Coastal water policy
Sato 1999 Japan Smoking control
Abrar, Lovenduski, and Margetts 2000 U.K. Domestic violence
Liftin 2000 Canada Climate change policy
Carvalho 2001 Brazil Metallurgical development
Kiibler 2001 Switzerland Drug policy

Bryant 2002 Canada Public health

Chen 2003 Australia Censorship
Farquharson 2003 Global Tobacco policy

Kim 2003 Korea Water policy
Beverwijks 2004 Mozambique Education policy
Green and Haulihan 2004 Canada and U.K. Sport policy

Sewell 2005 U.S., the Netherlands, and Japan Climate change policy
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cally about, or to help understand and explain, policy processes. In doing so, we describe a trimmed
down version of the ACF, notably overlooking discussion of the hypotheses and revisions. More
detailed descriptions of the ACF can be found in Sabatier and Jenkins-Smith (1988; 1993; 1999).

We begin by explaining the components in the ACF flow diagram (Figure 9.1) and then ex-
plain how these components interact to affect belief and policy change. One of the best ways to
understand, learn, and use the ACF is through an application. To help explain the ACF, we utilize
a case study of water quality policy in the Lake Tahoe Basin where we have applied the ACF to
help understand more than 30 years of belief and policy change (Sabatier, Hunter, and McLaughlin
1987; Sabatier and Hunter 1989; Sabatier and Pelkey 1990; Sabatier and Brasher, 1993; Sabatier,
Weible, Hulsman, and Nechodom 2003; Weible and Sabatier 2004). We conclude this chapter with
a summary of the ACF’s strengths and limitations.

STRUCTURE OF THE ACF
Figure 9.1 shows a structural diagram of the ACF (Sabatier and Jenkins-Smith 1999). Generally,

policymaking occurs in a policy subsystem, which is a policy area that is geographically bounded
and encompasses policy participants from all levels of government, multiple interests groups, re-

Degree of
RELATIVELY STABLE consensus
PARAMETERS needed for
major policy
1. Basic attributes of the change
problem area (good)
2. Basic distribution of natural POLICY SUBSYSTEM
resources
Coaltion A Policy  CoalitionB
3.Fundamental sociocultural Constraints Brokers
values and social structure a. Policy beliefs a. Policy beliefs
b, Resources b. Resources
4. Basic constitutional
structure (rules) and I
Strategy A1 Strateqgy B1
re. Venues re. Venues
Resources
pe—
of -
Decisions by
Govermmental Authorities
Subsystem l
EXTERNAL (SYSTEM) Y Instuional Rules, Resource
EVENTS Allocations, and Appointments
1.Changes in socio-economic Actors
conditions l
2.Changes in public opinion —— Policy Outputs
3.Changes in systemic .
goveming coalition Policy Impacts
4.Policy decisions and

impacts

FIGURE 9.1

L

Diagram of the Advocacy Coalition Framework (Source: Sabatier and Jenkins-Smith, 1999).
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TABLE 9.2
Summary of Application of the ACF Applied to the Lake Tahoe Basin
ACF Component Lake Tahoe Water Quality Application
Relatively Stable Parameters
Basic Attribute of the Problem Area Deep and clear lake
Basic distribution of natural resources Dispute of land use in the Lake Tahoe Basin

Fundamental cultural values and social structure ~ Property rights and environmental values

Basic constitutional structure Fragmented governance including the federal agencies, two states,

Policy Subsystem
Territorial Scope
Substantive Scope
Policy Participants

Belief Systems
Deep Core Beliefs
Policy Core Beliefs
Secondary Beliefs

Advocacy Coalitions

and five local governments.

Lake Tahoe Basin

Water quality policy

U.S. Environmental Protection Agency, CA Department of Parks
and Recreation, Tahoe Regional Planning Agency, city and
county governments, businesses (e.g., casinos), Sierra
Preservation Council (property rights group), League to Save
Lake Tahoe (environmental group), university researchers,
and Tahoe Tribune (local newspaper)

Neoconservative beliefs

Pro-development beliefs

Specific policy proposals regarding water quality
(e.g., prohibiting housing on steep lots)

Pro-development vs. Pro-water quality coalitions

Policy Broker Bill Morgan mitigated consensus in 1987
Resources Scientific information
Venues Federal and state courts, state legislatures, regional agency

decisions, collaborative institutions

Mechanisms of Policy Change

Accumulation of Evidence Science showing declining water quality from 1960s to present and

atmospheric deposition as a major cause of nutrient input.
Hurting Stalemate Political impasse in 1984 led to compromise between coalitions.
External Shock Growth of the environmental movement 1960s to 1970s

Note: Based on Sabatier and Pelkey (1990), Sabatier, Hunter, and McLaughlin (1993); Sabatier and Brasher (1993), Sabatier et al., (2003),
and Weible and Sabatier (2004).

search institutions, and the media. Within a policy subsystem, policy participants coordinate their
behavior with allies in advocacy coalitions to influence policy. The policy subsystems are set within,
are affected by, and sometime affect, a broader societal context. The ACF groups the broad societal
context into two categories: relatively stable parameters and external events. In the space below, we
describe the three main components of Figure 9.1. First, we describe the relatively stable parameters,
then discuss policy subsystems, and finally describe external events.? We summarize the application
of the ACF to the Lake Tahoe Basin water quality policy subsystem in Table 9.2.

RELATIVELY STABLE PARAMETERS

The upper left box of Figure 9.1 lists a set of relatively stable parameters: (1) basic attributes of the
problem area, (2) basic distribution of natural resources, (3) fundamental socio-cultural values and
social structure, and (4) basic constitutional structure (Sabatier and Jenkins-Smith, 1993; 1999).
The relatively stable parameters are stable over long periods of time, approximately 100 years or
more. They are important because they structure the nature of the problem, constrain the resources
available to policy participants, establish the rules and procedures for changing policy and reach-
ing collective decisions, and broadly frame the values that inform policymaking. Because of their
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resistance to change, the relatively stable parameters are usually not strategically targeted by policy
participants.

In the context of our case study, the basic attribute of the Lake Tahoe Basin is a very unique
geological setting. The Lake Tahoe Basin has a predominately granite basin (covering 70 percent of
the watershed), which limits the amount of nutrients leached into the water. Since the Lake’s surface
area is rather large compared to the watershed, Lake Tahoe receives 40 percent of its precipitation
directly from rainfall. Lake Tahoe’s unique geological condition has created one of the largest and
clearest lakes in the world. The geological conditions also make the Lake susceptible to nutrient
input from changes in the land use, which potentially darkens Lake Tahoe’s clear waters.

The basic distribution of Tahoe’s water is not disputed, but land use in the Basin is. From the
1850s to the early 1900s, the first Euro-American explorers mined and forested the Basin. The
economy shifted to summer tourism in the early twentieth century and then to year-round tour-
ism in the 1960s after a major highway made the area more assessable and after the 1964 Winter
Olympics brought notoriety to the Basin. The number of residents and tourists boomed in the Basin
(Kauneckis, Koziol, and Imperial 2000; Elliot-Fisk et al. 1996).> While many small lots were de-
veloped, many more were bought with the expectation of building primary and secondary homes
in the future (Sabatier and Pelkey 1990). It was at this time that scientists started to monitor Lake
Tahoe water quality, recording gradual declines in clarity (Jassby et al. 2001).

The Lake Tahoe Basin is set within a very diverse U.S. social-cultural landscape. To generalize,
the U.S. culture is based on the fundamental beliefs of limited government and of the protection
of personal liberties, especially regarding private property rights. Like many societies, the U.S.
grapples with the clash between individual rights versus the public interest (Stone 1997). This clash
is evident in the Tahoe Basin where pristine, clear waters are open to public use and enjoyment while
the thousands of privately owned, subdivided lots are, or are ready to be, developed.

The constitutional structure framing the governance of the Lake Tahoe Basin is complex.
Straddling California and Nevada within the United States, the jurisdiction is shared within a federal
system under the constitutions of two state governments and the federal government. At the local
level, authority is granted to five counties (Washoe, Douglas, Ormsby/Carson City, El Dorado, and
Placer) and one incorporated city (South Lake Tahoe). The shared jurisdiction makes it very difficult
to reach collective decisions in the Basin and makes a supermajority a necessity for policy mak-
ing. To address the fragmented decision making in the Basin, policymakers established a regional
agency in 1960s to coordinate policymaking (Sabatier and Pelkey 1990).

PoLicy SuBSYSTEM

The relatively stable parameters frame the policymaking process within a policy subsystem (Sabatier
and Jenkins-Smith 1999). A policy subsystem is defined by its territorial boundary, a substantive
topic, and by the hundreds of policy participants from all levels of government, multiple interest
groups, the media, and research institutions.* To influence policy, policy participants both specialize
in a policy subsystem to effectively achieve their objectives and maintain their participation over
long periods of time to ensure their objectives are achieved (Sabatier and Jenkins-Smith 1993).
For the Lake Tahoe water quality policy subsystem, the geographic boundary is enclosed by
the Lake Tahoe watershed and substantively bounded by water quality policy—indirectly includ-
ing land use and development in the Basin. The Lake Tahoe Basin involves hundreds of policy
participants, who seek to influence water quality policy decisions. The policy participants include
federal agencies (e.g., U.S. Environmental Protection Agency), state agencies (e.g., California
Department of Parks and Recreation), regional agencies (e.g., Tahoe Regional Planning Agency),
local governments (e.g., city and county governments), businesses (e.g., casinos), property rights
groups (e.g., Tahoe-Sierra Preservation Council), environmental groups (e.g., League to Save Lake
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Tahoe), researchers (e.g., University of California, Davis and University of Reno, Nevada), and
journalists (e.g., Tahoe Tribune). We have found that some policy participants have been involved
in Lake Tahoe water quality policy for more than 30 years.

Sometimes it is difficult to define the geographic and substantive boundaries of a policy sub-
system because some policy subsystems are nested within broader policy subsystems and because
some policy participants are active in more than one policy subsystem. For example, Lake Tahoe
water quality policy subsystem is nested within both state (i.e., California and Nevada) and federal
water policy subsystems (Sabatier and Jenkins-Smith 1999). There is no single rule for defining
policy subsystems. This flexibility gives the ACF applicability but makes it hard to apply. We sug-
gest that policy subsystem boundaries be ascertained empirically. For most cases, we recommend
that ACF applicators identify the appropriate policy subsystem scope by conducting preliminary
interviews of policy participants and asking them to identify the territorial and substantive boundary
of the issue and the major interest groups and government agencies involved.

Within a policy subsystem, the ACF makes several assumptions and hypotheses regarding
(1) the cognitive abilities, motivations, and beliefs of policy participants (called the “model of
the individual”), (2) the tendency for most policy participants to join advocacy coalitions, (3) the
likelihood that few policy participants remain neutral as policy brokers, (4) the use of resources
by coalitions, and (5) the venues within which coalitions influence policy. In the subsections that
follow, we describe these assumptions and hypotheses.

Model of the Individual

The ACF presumes that individuals are rationally motivated but are bounded by their imperfect
cognitive ability to learn about, and comprehend, a complex world (Simon 1985). Having cogni-
tive constraints, individuals are limited by their capacity to acquire and learn new information. To
simplify events and the world around them, ACF individuals filter perceptions through their belief
system (Lord, Ross, and Lepper 1979; Scholz and Pinney 1995). They tend to filter or ignore infor-
mation that challenges their beliefs and readily accept information that bolsters their beliefs. These
perceptual filters tend to discount even high-quality technical information if it conflicts with their
beliefs and accept technical information with high uncertainty if it supports their beliefs. People
viscerally associate themselves with their beliefs, making them very suspicious of people with dis-
similar beliefs. They also remember lost policy battles—which they internalize as a painful personal
loss—more than previous victories (Quattrone and Tversky 1988). This increases their emotional
fear of their opponents, bypassing more rational thinking (McDermott 2004). This makes individu-
als highly susceptible to exaggerating the influence and maliciousness of their opponents, which in
turn strengthens their ties with others who have similar beliefs (Sabatier et al. 1987; Sabatier and
Jenkins-Smith 1999). In sum, the ACF’s model of the individual motivates policy participants to
seek out like-minded allies and form advocacy coalitions (see below).

The ACF assumes that individuals have a three-tiered hierarchical belief system. On the top
tier are deep core beliefs, which are normative/fundamental beliefs that span multiple policy sub-
systems and are very resistant to change. Sabatier and Jenkins-Smith (1999) define four components
of deep core beliefs that span from relative value priorities (e.g., individual rights vs. social rights)
to socio-cultural identify (e.g., ethnicity and religion).’

In the middle tier are policy core beliefs, which are normative/empirical beliefs that span an
entire policy subsystem. Policy core beliefs are still resistant to change but are more pliable than
deep core beliefs. The ACF identifies eleven categories of policy core beliefs, including percep-
tions of the severity and causes of subsystem-wide problems, orientation on basic value priorities
directly related to the policy subsystem, the effectiveness of policy instruments, and the proper
distribution of authority between the market and government (Sabatier and Jenkins-Smith 1999).°
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We found the best way to operationalize policy core beliefs is through preliminary interviews with
policy participants. We typically ask policy participants to comment on the seriousness of a prob-
lem, their perceptions of the causes of the problem, or their preferences for resolving a problem.
We find that policy participants often have short 10 to 20 second statements that summarize their
beliefs regarding a particular policy issue. We take their narrative responses and use them—often
word for word—as our policy core belief questions in a survey.

On the lowest tier are secondary beliefs, which are empirical beliefs and policy preferences
that relate to a subcomponent (either substantively or territorially) of a policy subsystem. Secondary
beliefs include policy participants’ preferences for specific government tools for achieving objec-
tives or their perceptions of problems in specific locales.” Of the three layers of beliefs, secondary
beliefs are most susceptible to change in response to new information and events.

Advocacy Coalitions

The success of policy participants depends upon their ability to translate their policy core beliefs
into actual policy. To increase their chances for success, policy participants seek out allies with
similar policy core beliefs and coordinate their actions with these allies in advocacy coalitions. Thus,
advocacy coalitions include policy participants that both (1) share similar policy core beliefs and
(2) engage in nontrivial degree of coordination (Sabatier and Jenkins-Smith 1999).2

In the Lake Tahoe Basin, we found evidence of at least two advocacy coalitions (Sabatier et al.
1987; Sabatier and Brasher 1993; Sabatier et al. 2003).° One coalition is a pro-development advocacy
coalition consisting of developers, business owners, property rights groups, and local governments.
The second coalition is a pro-water quality advocacy coalition consisting of environmental groups,
research institutions, and regional, state, and federal agencies. Our data suggests that these two ad-
vocacy coalitions have been fighting over the land use and environmental protection since the early
1970s when the first regional plan for the management of the Basin was developed (Costantini and
Hanf 1972; Sabatier et al. 2003). Conflict between these coalitions escalated for more than a decade,
peaking in 1984 when members of both coalitions filed lawsuits after a new regional management
plan was adopted. In June 1984, a court order enjoined all construction to stop in the Basin until an
acceptable plan was put into affect. This moratorium put the pro-water quality coalition in control,
but only temporarily. In response, the 1985 Nevada Legislature threatened to withdraw that state
from the bi-state compact with California, which would have thrown water quality regulation in the
Basin into utter chaos (Sabatier and Pelkey 1990; Elliot-Fisk et al. 1996; Kauneckis et al. 2000). This
ushered in a period that the ACF calls a “hurting stalemate” (see below), where policy participants
on both sides of the issue consider the status quo unacceptable and perceive no alternate venues for
achieving their objectives (Sabatier and Jenkins-Smith 1999).

Policy Brokers

In a policy subsystem, most policy participants coordinate with allies in advocacy coalitions and work
together to translate their beliefs into policy. In competitive policy subsystems, policy disagreements
between advocacy coalitions often escalate into intense political conflicts. These conflicts are often
mediated by “policy brokers.” Whereas most policy participants seek to influence policy processes
and outcomes in advocacy coalitions, policy brokers seek to find reasonable compromise among
hostile coalitions. Many different actors play the policy broker role. Policy brokers include elected
officials (Munro 1993), high civil servants (Doggan 1975), and courts (Mawinney 1993). Policy
brokers are usually trusted by both coalitions and have some decision making authority. There is a
thin line between policy brokers and policy activists. Sometimes policy activists, concerned about
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the maintenance and survival of a policy subsystem, will seek to act as a policy broker. Other times,
a facilitator is hired from outside the policy subsystem to be the policy broker.

After more than 15 years of political conflict in the Lake Tahoe Basin and during a hurting
stalemate between the pro-development coalition and the pro-water quality coalition, a compromise
was brokered in 1986/87 by Bill Morgan (Sabatier and Pelkey 1990). Bill Morgan was an execu-
tive director of a regional planning agency. Because he was trusted by both coalitions, sufficiently
knowledgeable about the nature of the problem, and held a position of authority in a regional agency,
Bill Morgan was in a unique position to be a policy broker. He brokered a compromise between the
coalitions, which included a new parcel evaluation system, several lot acquisition programs, a right
of all property owners to build eventually, a housing allocation system, and several programs for
transferable development rights (Sabatier and Pelkey 1990). This compromise is still in effect today.

Resources

The ACF assumes that individuals employ a variety of resources that enable them to develop strategies
to influence policy through a variety of venues. These resources include: (1) formal legal authority to
make decisions, (2) public opinion, (3) information, (4) mobilizable troops, (5) financial resources,
and (6) skillful leadership (Sabatier and Weible 2005). The ACF predicts that stakeholders will
strategically use their resources to influence policy in various venues.'

In the Lake Tahoe Basin, one of the important resources, especially for the pro-water quality
coalition, was scientific information. For more than 30 years, scientists have been monitoring water
quality, and results have shown decreases in water quality levels since the 1960s.

Venues

Venues are potential arenas within which stakeholders have the opportunity to influence beliefs or
policy.!" Stakeholders spend considerable amount of time venue shopping, looking for an arena
where they might have competitive advantage. They often launch initiatives in several venues
simultaneously and defend their interests in several venues simultaneously. Coalitions attempt to
influence the view of decision makers to shape policy processes and outcomes. Coalitions focus
their attempt on changing institutional rules, resource allocations, and appointments (Sabatier and
Jenkins-Smith 1993). These actions have certain policy outputs and impacts which feedback into
the policy subsystem but also affect policy outside of the subsystem.

In the Lake Tahoe Basin, the two coalitions have sought to achieve their objectives in several
venues. These venues include the state legislatures in California and Nevada, state and federal courts,
agency rulemaking, and the media (Sabatier and Pelkey 1990).

External Events

The lower left box of figure one lists a set of external events that can affect a policy subsystem
(Sabatier and Jenkins-Smith 1999): (1) major socioeconomic changes (Eisner 1993), (2) changes
in public opinion, (3) changes in the systematic governing coalition (Brady 1988), and (4) policy
decisions and impacts from other subsystems (Muller 1995).

External events are important because they often shift public attention (and thus resources)
toward or away from a policy subsystem. For example, one of the big shifts in public opinion came
in the 1960s and early 1970s with increased public priority for environmental values. This led to a
large number of national and state environmental regulatory statutes and grants and the creation of
many new environmental policy subsystems.
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External events can change very gradually in a decade or so. For example, the gradual rise of
the national environmental movement in the 1960s and 1970s most likely affected the rise in public
concern for Lake Tahoe water quality at about the same time. External events can also shock a policy
system. For examples, severe forest fires outside of the Tahoe Basin have affected policy participants’
beliefs and water quality policy within the Basin (Weible, Sabatier, and Nechodom 2005).

BELIEF AND POLICY CHANGE

The ACF distinguishes between major and minor policy change.!> Major policy change is subsys-
tem-wide alterations of policy (changes in policy core aspects of the subsystem). The ACF defines
minor policy changes as changes of a specific subcomponent of the policy subsystem (changes in
secondary aspects of the policy subsystem). Minor policy changes occur more frequently and have
a smaller magnitude in either the substantive or territorial scope of a policy subsystem.

The ACF defines three mechanisms leading to minor or major policy change: (1) external
shocks, (2) a hurting stalemate, and (3) the general accumulation of scientific/technical evidence
(Sabatier and Jenkins-Smith 1999).

External shocks are events that occur outside of a policy subsystem, e.g., changes in socioeco-
nomic conditions, changes in governing coalitions, and impacts from other subsystems (Sabatier and
Jenkins-Smith 1999). External shocks can lead to policy change in at least two ways. First, external
shocks might shift resources or open/close venues because of renewed attention of the public or
key decision makers. This adjusts the power among coalitions, thereby tipping the advantage to a
different coalition with different policy core beliefs and potentially leading to major policy change.
In other words, external shocks can replace one dominant advocacy coalition within another (Saba-
tier and Jenkins-Smith 1999, 148). Second, external shocks can change the policy core beliefs of a
dominant advocacy coalition in the policy subsystem, leading to major policy change. For example,
a pro-regulatory advocacy coalition may reconsider the adverse economic effects from stringent
controls during an economic recession.

A second mechanism of policy change is through belief change via policy-oriented learning
from the gradual accumulation of information, such as a scientific study, policy analysis, etc. (Weiss
1977). The ACF defines policy-oriented learning as, “relatively enduring alterations of thought or
behavioral intentions that result from experience and/or new information that are concerned with
the attainment or revision of policy objectives” (Sabatier and Jenkins-Smith 1999, 123). Policy-
oriented learning affects the beliefs of actors within the policy subsystem, which can lead to minor
and even major policy change over extended time periods. Learning is inhibited, however, because
individuals face cognitive constraints and filter or avoid belief-conflicting information. Whereas
external shocks can lead to rapid changes in individual policy core beliefs and, consequently, the
policy core aspects of a policy subsystem, policy oriented learning may take ten years or more.

A third mechanism of policy change is a hurting stalemate (Zartman 1991). The basic pre-
condition to successful negotiations is a situation in which all parties involved in the dispute view
a continuation of the status quo as unacceptable and run out of alternate venues to achieve their
objectives. The assumption is that individuals satisfied with the status quo have little incentive to
give up anything in negotiations; thus, negotiating with them is probably a waste of time. Only
when both coalitions are out of options and dissatisfied with the current situation are they willing
to compromise and negotiate major policy change.

In the Lake Tahoe Basin, we have found three major changes in beliefs or policy that illustrate
the ACF’s three mechanisms of change.

The first major policy change in the Basin occurred in the late 1960s early 1970s with the
creation of a regional agency and a general plan for management in the Basin (Sabatier and Pelkey
1990). This established standards, rules and procedures for water quality management in the Basin
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and formed the Lake Tahoe water quality policy subsystem. While pinpointing the exact cause is
impossible, we hypothesize that the cause of this policy change springs from at least three major
sources. First, there were changes in public opinion related to increased public priority of environ-
mental values and especially increased awareness of Lake Tahoe water brought about by the winter
Olympics and a major highway, making the area more assessable. Second, there were changes in
socioeconomic conditions from major influx of residents and tourists in the Basin in the 1960s,
which brought more environmental stress to the Basin and raised the need for coordinated collec-
tive action decisions. Third, there was a scientific report that sewage (e.g., leaky septic tanks) was a
major threat to the Lake Tahoe’s water quality (McGauhey et al. 1963). The multiple governments
in the area responded with a new system that collected and exported all sewage out of the Basin
by 1975. This also raised the collective need for regional governing agency (Sabatier and Pelkey
1990). The Basin’s response to sewage is clearly an example of policy-oriented learning in response
to technical information.

The second big change in Lake Tahoe water quality policy came in the 1986/87 compromise
between the pro-development advocacy coalition and the pro-water quality advocacy coalition. As
discussed above, the two competing advocacy coalitions were experiencing a “hurting stalemate”
after a judge halted all building in the Basin and Nevada threatened to pull out of a bi-state com-
pact with California. Since both coalitions perceived the status quo as unacceptable and ran out
of venues to achieve their objectives, a compromise was possible. In 1986/87, Morgan brokered
a new management plan between the two advocacy coalitions, radically altering future land use
management in the Basin.

A third major change in the Basin involved shifts in beliefs regarding the seriousness and causes
of the severity of water quality declines. We already discussed the Basin’s response to sewage in
the 1960s, which suggests that policy participants learned from a scientific report and decided to
pump sewage out of the Basin. Basin scientists have also collected more than 30 years of evidence
showing declines in water clarity (Jassby et al. 2001). Our research shows that the pro-development
coalition radically shifted their perception of the severity of water quality declines between 1984
and 2001 (Sabatier et al. 2003; Weible and Sabatier 2004). Between 1984 and 2001, Basin scientists
also found that atmospheric deposition was a major source of nutrient input (Jassby et al. 1995).
Paralleling this discover, we found most coalition members are more likely to perceive atmospheric
deposition as a major cause of nutrient input in 1984 than in 2001 (Weible and Sabatier 2004).'*

CONCLUSIONS

We have found that the ACF has provided a good lens for understanding belief and policy change
in the Lake Tahoe Basin. In addition, the extensive use of the ACF around the world in a variety
of policy subsystems suggests that it has utility beyond Lake Tahoe water quality policy. To sum-
marize the usefulness of the ACF, we conclude this chapter with a discussion of its strengths and
limitations.

STRENGTHS

1. The ACF provides an alternate lens to de facto policymaking frameworks. Traditionally,
the policy process has been based on stages heuristic, which sequentially distinguishes between
problem identification, agenda setting, adoption, implementation, monitoring, and enforcement
(Lasswell 1951).1 The ACF is a healthy alternative to the stages heuristic because it has clear
causal assumptions, empirically testable hypothesis, an explicit role of information, an explicit
model of the individual, and multiple interaction cycles involving hundreds of actors (Sabatier and
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Jenkins-Smith 1993). The ACF is also a good comparative lens to the Institutional Analysis and
Development Framework (IADF; Ostrom 1990, 1999). Whereas the ACF assumes that public policy
is the translation of normative and empirical beliefs of competing advocacy coalitions, the IADF
assumes that public policy (i.e., institutions) result from people’s efforts to reduce the transaction
costs of collective action. We strongly encourage more comparative analysis using the ACF and
IADF (Leach and Sabatier 2005).

2. The ACF highlights the magnitude and the nature of political conflicts. For example,
Barke’s (1993) study of the conflict involving telecommunication policy in the mid-twentieth cen-
tury highlighted that—even though the issue involved millions of dollars—the disagreement was
over secondary beliefs (e.g., choice of television technology) and not over policy core beliefs (e.g.,
public vs. private ownership). Thus, the telecommunications disagreement was a low magnitude
conflict with a relatively easy path to compromise. The ACF can also reveal weak links in a belief
system—such as a faulty causal argument—that is susceptible over long periods of time to change
from the accumulation of counterevidence. This may help coalition members or policy brokers
strategically achieve their goals or negotiate collective decisions.

3. The ACF provides an alternative view to the de facto assumption that policy participants’
institutional affiliation is primordial (Sabatier and Jenkins-Smith 1999). Instead, the ACF encourages
researchers to view policymaking as conflicts among advocacy coalitions and provides a different
means of aggregating the hundreds of actors attempting to influence policy.

4. The ACF includes a significant role of scientific and technical information in policy and
political disputes. Many public policy frameworks ignore the scientific and technical information
or assume that researchers, policy analysts, and scientists are neutral players. Over the years, ACF
research has shown that scientists often are active members in advocacy coalitions and the important
role that technical information has in fostering policy-oriented learning and policy change (Zafonte
and Sabatier 1998; Herron, Jenkins-Smith, and Silva 2005).

5. The ACF is very applicable to different governing structures, cultural-societies, and policy
areas. Our brief literature review in the beginning of this chapter shows that the ACF has been applied
to a wide variety of public policy areas and in many different countries. We expect that researchers
will continue to apply and test the ACF in different sociopolitical contexts.

LIMITATIONS

1. The ACF can be difficult to apply. To understand political conflict and policy change, the ACF
assumes a perspective of a decade or more and typically involves questionnaire and interview data.
This is both time-consuming and costly. If resources are not available, we encourage researchers
to conduct quick, qualitative ACF-style analysis of policy subsystems. These might include a few
informal interviews and an analysis of documents and reports.

2. The ACF loses some of its utility in policy subsystems without clear coalitions (May, 1989) or
with just one dominant advocacy coalition (Stewart 1991). These policy subsystems tend to involve
issues of low salience, involving new and often highly technical policy issues that are expert-driven
and operate outside the public’s eye, or in remote locations. On the flip side, the ACF is most useful
in salient issues that incite political conflicts involving hundreds of policy participants representing
dozens of public and private organizations in fairly well defined policy subsystems.

3. A long-standing critique of the ACF is that shared beliefs are not enough to overcome the
temptation to free ride on the efforts of other coalition members (Schlager 1995; Schlager and
Blomquist 1995). Recent ACF research has shown that policy core beliefs explain coordination
networks and has provided some qualitative illustrations of coordination (Weible 2005; Weible and
Sabatier 2005; Sabatier and Weible 2005). More research is needed, however, to verify these results
and to depict what types of activities coalitions engage in.



A Guide to the Advocacy Coalition Framework 133

4. The ACF argues that people primarily use shared policy core beliefs to structure their interac-
tions into advocacy coalitions. Certainly, however, cross-coalition interactions occur. For example,
state agency officials may be required to coordinate some of their interactions with commercial
fishermen to manage a fishery even if fishermen are members of the opposing coalition (Weible
2005). The ACF has yet to define the minimum amount of coordinated behavior needed to define
coalitions, nor the affect of these cross-coalition interactions on policy subsystem outcomes. This
is particularly important with the rise of policy network analysis, which shows, for example, that
ties to people in different social groups (ties to opposing coalition members) are more valuable than
redundant ties to one’s own social group (Granovetter 1973; Burt 1992).

5. There are some missing links in the causal processes depicted by the ACF that need ad-
ditional theoretical and empirical investigation. Two of these missing links include understanding
how advocacy coalitions use resources and venues and identifying the factors that structure policy
subsystems to favor the existence of one dominate advocacy coalition, two or more competing
advocacy coalitions, or no advocacy coalitions. Understanding these missing links is critical for
piecing together and testing the subsystem processes of belief and policy change predicted by the
ACF. Some of these missing links are being investigated (Sabatier and Weible 2005).

In sum, we hope to have provided a useful guide to the structure of the ACF, a good illustration
of its utility in the Lake Tahoe Basin, and a summary of its strengths and limitations. We suspect that
additional applications and empirical testing of hypotheses will lead to further refinement and hope-
fully better explanations of policy processes. We encourage others to partake in these activities.

NOTES

1. For example, the United Nations Educational, Scientific, and Cultural Organization is considering the
ACEF for one of its social science frameworks to help design sustainability policy (Nechodom 2005)

2. We are currently updating the constraints and resources of a policy subsystem.

3. The permanent population in the Basin grew from less than 20,000 prior to 1960 to 55,000 in 1998
(USDA, 2000, 607-608). From 1960 to 1980, the number of homes in the Basin increased from 500 to
19,000 units, and Tahoe’s population reached 60,000 people by the end of the century (Kauneckis et al.
2000; Elliot-Fisk et al. 1996).

4. Following Heclo (1978) and Kingdom (1994), the ACF sets itself apart from traditional conceptions of
policy participants (e.g., iron triangles) to include journalists and researchers/scientists.

5. Anexample of aneoclassical conservative deep core belief scale found in Sabatier and Zafonte (2005) in-
cludes the following four statements asked on 7-point scales with 1 =strongly disagree and 7 = strongly agree:
a. “A first consideration of any good political system is the protection of property rights.”

b. “The best government is the one that governs the least.”
c. “Government planning almost inevitably results in the loss of essential liberties and freedoms.”
d. “The “welfare state” tends to destroy individual initiative.”
6. Anexample of a policy core belief scale for the Lake Tahoe environmental policy subsystem includes the
following three statements (asked on 7-point scale with 1 = Strongly Disagree and 7 = Strongly Agree):
a. “We cannot afford to let policies claiming to promote ‘environmental quality’ prevent the continued
economic development of the Basin.”

b. “Protection of water quality requires that regulations be rigorously enforced, even when they create
hardships for property owners. (question reversed on scale).”

c. “There is too much concern for restricting growth in the Basin and not enough concern for encourag-
ing it.”

7. Examples of secondary beliefs that were asked on a recent questionnaire to policy participants in the
Lake Tahoe Basin include the following policy proposals (asked on 7-point scale with 1 = Strongly
Disagree and 7 = Strongly Agree):

a. “Sharply increasing the miles of shore line available for public beaches and use.”

b. “Prohibiting all housing development on high hazard lots (i.e., those won steep slopes o in stream
environment zones).”

c. “Banning off-road vehicles (ORVs) from use on public lands in the Basin.”
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8. Weible and Sabatier (2005) and Weible (2005) used network data to show that policy core beliefs
structure coordination networks into at least two advocacy coalitions.
9. A systematic network analysis of the policy participants in the Tahoe Basin is forthcoming.

10. This is one of the areas of the ACF that needs theoretical and empirical refinement.

11.  In former versions of the ACF, venues were formally called guidance instrument. This is another area
within the ACF that needs theoretical and empirical refinement.

12.  The ACF assumes that policies are translations of stakeholder beliefs. The policy core beliefs of a coalition
are translated into policy core aspects of a policy subsystem. Similarly, a coalition’s secondary beliefs
are translated into secondary aspects of a policy subsystem. Just as coalition structure and individual
beliefs remain stable for periods of a decade or more so do policies in a subsystem.

13. We have yet connected the belief changes from 1984 to 2001 to policy change.

14. Critiques and a defense of stages heuristic can be found in Sabatier and Jenkins-Smith, (1993) and
Deleon (1999), respectively.
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O Policy Communities

Hugh T. Miller and Tansu Demir

INTRODUCTION

The term policy community is part of an idiom used by policy researchers, political scientists, and
public administration scholars to signify the extra-formal interactions (i.e., interactions taking place
beyond or outside the formal processes of government) that occur in the interstices between and
among government agencies, interest groups, corporations, industry associations, elected officials,
and other institutions and individuals. It is a grouping of interrelated policy actors pursuing a matter
of public policy important to them for instrumental reasons.

A policy community is a special type of interconnected social formation, wherein communica-
tion and influence may flow in nonhierarchical patterns and the resultant policy activism is associ-
ated with governmental fragmentation and political particularism. The catena of near-synonyms
for policy communities includes iron triangles, issue networks, regulatory sub-governments, policy
subsystems, professional networks, whirlpools, cozy triangles and policy networks. The term policy
community is often juxtaposed against issue network to emphasize the closed, tight-knit aspects
of policy communities versus the accessible, loosely bounded aspects of issue networks. Policy
communities, too, are suggestive of epistemic communities—discursive groups in possession of
problem-solving projects upon which their inquiries and efforts are focused.

Because these terms depict policy processes that are not necessarily contained within the formal
structures of government, they have given rise to additional notions such as governance (as opposed
to government) and the horizontal government (Rhodes 1992; Peters 1998). In all variations, the
terms direct attention away from formal institutional structures and toward the relations of power,
political action, political conflict, and coalition-building as additional loci of meaningful activity.
Activities in policy networks and policy communities may precede policy formulation on one hand,
and may influence policy enactment and administration on the other.

The term policy community is an important innovation in redescribing policy making processes
in industrialized societies. Policies are determined by those most affected, most interested, most
expert, or most sentimentally attached to the issue, regardless of whether they want to maintain
the status quo or are committed to radical change. Policy communities indicate a policy process in
which organized interests and governmental actors play a major role in shaping the direction and
outcome of public policies. A policy community is neither market nor hierarchy (Williamson 1975),
but does respond to the increasing fragmentation and complexity of the policy environment in a
plural society. As the policy environment becomes complex, any single center of authority would
face difficulty coping with the totality of it (Hanf and Scharpf 1978). The result is the fragmentation
of policy making into sectors and the transference of policymaking authority from centralized deci-
sion makers to a narrow setting where policymaking frequently takes place. Exchange theorists note
the participation in policymaking by those who share an interest in a particular industry or policy
subject and focus on the exchange of resources, an exchange presumed to reinforce relationships
while maximizing shared objectives.
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THEORETICAL IMPORT

After the academic notice, in the 1940s, of the increased role of lobbyists and special interest groups
in the processes of government, suspicions turned to the sometimes informal relations among for-
hire lobbyists representing special interest groups seeking profit, the elected officials and their staff
seeking re-election, and governmental officials from particular agencies seeking larger budgets.
The concern was that collaboration among these presumably self-interested policy estates (private
interests, elected officials, and bureaucratic elites) in the smoky back offices of legislative houses
would generate public policy of benefit only to those in the room—policies nonetheless paid for by
the citizenry as a whole. These informal relations were often perceived as preempting legitimate,
formal processes of government whereby legislators are beholden only to the electorate.

In the formal representative democracy model that many citizens accept as familiar, voters—who
are presumed to have clear policy choices and willingness to exercise their power through partici-
pation in elections—make selections among political candidates running for legislative positions.
Legislators then translate aggregated citizen preferences into concrete policy proposals that are
presumed to serve a larger public interest. In the model, bureaucracy is presupposed to be operating
as a neutral and efficient implementer of policies with little or no involvement in policymaking. The
model depicts a unidirectional and intermittent influence among the trilogy of citizens, legislators,
and bureaucracy. But in policy communities, one finds political administration, not neutral admin-
istration, and one finds a multidirectional pattern of interactions (e.g., Cigler 1990).

Hence, in its benign interpretation, policy community is able to slice through the grandiose
presumptions associated with sovereignty—the presumption, for example, that the electoral system
represents The People while the administrative apparatus implements The People’s will. Policy com-
munity opens the field for a different kind of politics—a politics that does not force means and ends
into separate corners—and generates a different sort of discursive, situation-regarding interaction
among those tracking the problems and issues. This is a much less extravagant grounding for politi-
cal action than those that arise from The People. At the same time policy community is observable,
situation-based, and open to contingency in ways that do not comport well with a conception of
policy as universal good. The term has a tendency toward disaggregating the state and constituting
it according to sector. The movement of power to the sector, to the policy communities, and to the
various other networks of attentive policy actors, has a centrifugal effect. “The distinction between
state and society virtually disappears in this formulation...” (Atkinson and Coleman 1992, 164).

Whether this is a good thing or a bad thing is a matter of dispute (see Hay 1998). One may be
pleased with the normative resonance of nonbureaucratic, consensual, harmonious, organic social
formations that lead to conciliatory practices and can respond to situational contingencies in a flex-
ible and responsive manner. Such policy communities can be a forum for people conversant in a set
of policy problems to innovate in a relatively noncompetitive arena.

In its pejorative connotations, this particularism of policy communities is precisely the problem
with them. They are exclusionary, out-of-the-public-eye gatherings of vested interests, bent on spend-
ing tax payers’ money on their own private projects. The historical suspicion attached to concepts
such as “iron triangle” and “pork barrel politics” summarizes this unsympathetic interpretation,
which casts the spotlight on the insider politics of narrowly focused policy communities.

What makes policy communities troubling is their appropriation of politics—the theft from
the people of their sovereignty. Lowi (1969) developed a theoretical basis for such criticism in The
End of Liberalism. He critiques interest group liberalism, which he sees as a by-product of pluralist
ideology. According to Lowi, the pluralistic, interest-group conception and practice of government
is fraught with far-reaching consequences for democratic theory. Had the term policy community
been in currency at the time, it would also have been criticized for “favoring the best organized
competitors, specializing politics around agencies, [and] ultimately limiting participation to chan-
nels provided by pre-existing groups” (63). For example, depression-era programs designed to
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restore and maintain, say, the economic vitality of farmers whose livelihoods were at risk, has over
the years become a series of practices aimed at maintaining the status quo. In the United States,
farm price supports remain in place today thanks to the iron triangle of agricultural agencies,
agribusiness lobbies, and legislators from rural farming districts. Lowi’s solution to the problems
caused by informal bargaining is to restore formal institutions of representative democracy. As it
is, democratic accountability is highly problematic under informal government as exemplified by
policy communities.

The notion of iron triangle is a simplification of Lowi’s demur. It reduces policymaking to
a bargaining process among congressional members, public bureaucracies, and interest groups
operating in a closed and autonomous manner. However, actual policymaking processes are more
complex than that. By describing this type of informal interaction as an “issue network,” Heclo
(1978) recast these informal exchanges as places where political values, intellectual discourse, and
human feelings might be expressed.

Unfortunately, our standard political conceptions of power and control are not very well
suited to the loose-jointed play of influence that is emerging in political administration .
.. Looking for the few who are powerful, we tend to overlook the many whose webs of
influence provoke and guide the exercise of power. (Heclo 1978, 102)

Indeed, the webs of influence that exist in between organizations, above and beyond formal
roles, and aside from official job descriptions are multitudinous and multifarious. These extra-
formal interactions modify the way the power is exercised and influence the actions that government
takes. Participation is not necessarily based on narrow economic interests, and the boundaries of
these networks are not so closed or well-defined that entry is inaccessible. The vagueness of these
boundaries makes them a difficult unit of analysis for policy researchers, but also opens them up
to democratic influences.

In the old days—when the primary problem of government was assumed to be doing what
was right—policy knowledge could be contained in the slim adages of public administra-
tion . . . Nowadays, of course, political administrators do not execute but are involved in
making highly important decisions on society’s behalf . . . Instead of power commensurate
with responsibility, issue networks seek influence commensurate with their understanding
of the various, complex social choices being made. (Heclo 1978, 103)

DEFINITIONS

Though frequently deployed by policy scholars to describe complex relationships in the policy-
making process, there still remain certain definitional problems and ambiguities with the concept
policy communities. In the policy literature, scholars struggle with terminology and category
usage, seeking to fine-tune their descriptions. Two efforts are prominent. The first effort is to use
some related concepts (e.g., issue networks) as foil to better explain the meaning of policy com-
munities, and the second effort is to elucidate a list of characteristics such as membership, level of
integration, conflict-cooperation patterns, etc. (see, for example, Rhodes 1997; Klijn 1996). In this
way, the supposedly distinctive characteristics of policy communities are spelled out, eventually
leading to the development of various typologies. In the first effort, overlaps are unavoidable, and
this overlapping begets further ambiguities. In the second effort, it is difficult to see an underlying
dimension that helps make much sense with the overall typology and this lack reduces the utility
of the typologies.
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The problem in comparing policy communities with related concepts is the increasing ambigu-
ity. Campbell (1989) argues that the term policy communities overlaps with other ideas that indicate
sectorized policy making, with policy community indicating a common perception about the contour
of the problems and solutions. In an early effort of clarification, Wilks and Wright (1987) proposed
a three-fold typology including “policy universe,” “policy community,” and “policy network.” Ac-
cording to the authors, policy universe is the large population of actors and potential actors who
share a common interest in industrial policy, and may contribute to the policy process on a regular
basis. Policy community, on the other hand, refers to a more disaggregated system involving those
actors and potential actors who share an interest in a particular industry and who interact with one
another to mutual benefit. Finally, policy network, in their thinking, becomes a linking mechanism
between and among policy communities.

A large part of the literature referentially employs the so-called Rhodes model as point of
departure. According to this model, policy networks are categorized along a continuum from policy
communities at one end to issue networks at the other (Rhodes 1997). Rhodes (1997) contrasts
policy communities with issue networks along four dimensions such as membership, integration,
resources, and power. As compared to issue networks, in policy communities the number of par-
ticipants is very limited and some groups are consciously excluded. For that reason, Atkinson and
Coleman (1992) direct attention to the discriminatory nature of policy communities in contrast
to issue networks in which anyone can gain membership. Similarly, Bache (2000) states that the
nature of linkages between organizations can range from tightly integrated policy communities to
loosely coupled issue networks. “If the ideal types of policy communities and issue networks are
on extreme ends of the same spectrum, in between lie typologies of networks with some features
of both” (Bache, 576).

Dowding (1994) both explicated and ridiculed some of these analytical attempts to categorize
notions such as policy community, issue network, and policy network. Though the lack of coher-
ence is not for lack of effort, the attempts to parse differences into categories—as between a policy
community and a policy network (Wright 1988)—have given ammunition to critics who would
fault the literature for being mostly concerned about developing typologies. Some typologies use
dimensions such as micro-, meso-, and macro-level, and others employ sectoral and sub-sectoral
level as well as geographic or political region. Sometimes these categories are arranged so as to
vary along some underlying dimension such as number of participants; range of interests involved,
level of conflict, exclusivity, or solidarity of membership (Rhodes 1997).

As Rhodes (1997, 45) put it, “Obviously, the implication of using a continuum is that any
network can be located at some point along it.” But with five or more continua, the location of
the network (and the type of network it should be called) is not actually a “point.” Indeed, the
oft-cited Rhodes classification makes use of a continuum that possesses no underlying dimension
whatsoever.

Even without an underlying dimension, these conceptualizations emphasize the many ways
in which policy activists may be interconnected; in all of them communication and authority may
flow in untraditional and nonhierarchical patterns (Hill 1991). Despite the importance of network-
style conceptualization, definitional problems persist and inherent ambiguities make it difficult for
researchers to utilize policy community as a strong denotative instrument through which policymaking
processes can be analyzed and the complex relationships can be mapped out more clearly.

Policy Professional Intergovernmental Producer Issue
Community Network Network Network Network

FIGURE 10.1 The Rhodes Classification. Adapted from Dowding (1994, 62).
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At the same time, the term seems to point toward something discernable. The “community”
metaphor implies people, close interaction, and strong ties (Atkinson and Coleman 1992). Stone et
al. (2001) define policy communities as stable networks of policy actors from both inside and out-
side government, echoing an echo-prone literature that frequently notes the integrated character of
policy communities. Policy communities are based on common understandings of problems within
a particular policy domain. The community label reflects the emphasis placed on strong and close
relationships built among participants. These close relationships along with ground rules accepted
by all members presumably prevent conflict from becoming dysfunctional or unmanageable.

Exchange theorists, including transaction-cost analysts (e.g., Hindmoor 1998) assume that all
participants have resources and the basic relationship is one of exchange among members. Every
member has some resource upon which other members are dependent. Although there may be
equilibrium of power among members, one group may be dominant. With or without domination,
the persistence of community requires a positive-sum game, according to Rhodes (1997). Possess-
ing technical capacity and detailed information about a policy issue is a crucial feature of effective
participation. For those who have such expertise, the exchange of information between state and
private actors can create privileged relationships from which the uninitiated can be excluded (At-
kinson and Coleman 1992, 157).

A policy community can include journalists and policy analysts, as well as influential politicians
and bureaucratic officials. In addition, researchers and professors can gain membership in a policy
community if their ideas conform to the normative orientation of the group. Experts from universi-
ties, think tanks, or the law are likely to be given insider status if they share the basic values and
accept the legitimacy of the outcome. Trust and shared appreciation characterize the relationships in
the policy communities and cases of conflict are nested in a general consensus, according to Jordan
and Maloney (1997). “The important point is that the policy community provides the institutional
mechanism to resolve differences of interests between regular actors” (574). Hence policy com-
munities have become identified with stability and normal politics. Because of the strength of its
practices and the durability of its norms, a policy community is perhaps the most institutionalized
iteration among the policy network concepts (Klijn 1997).

The emphasis placed on the role of experts and their contribution indirectly implies the existence
of an ongoing conversation. Policy learning and discovery can take place, and change to the status
quo can occur. Campbell et al. (1989, 88) pay attention to the role of environmental disturbances
in leading to major policy changes:

One possibility is a developmental process, in which an issue network is created around
some new concern when activists and experts arouse the interest of some politicians. The
resulting pressure leads to a policy change, which becomes institutionalized in a new
bureaucratic agency, a stable legislative committee and a growing clientele. The new
policy community starts with a commitment to further change, and many new ideas are
developed, but eventually its problems and solutions become less interesting. Especially
when threatened from the outside, the members will become more concerned with protect-
ing what they have gained, and the policy community turns into a cozy triangle.

The question of what affects the organization and composition of policy communities is an-
swered by exchange theorists as rational utility maximizing. Yet a number of macro-level variables
appear in the literature, as well as some case studies that indicate the importance of political culture
(especially when it is relevant to political participation and assumptions about hierarchy and conflict),
party systems and state structure (see, Campbell et al. 1989). While the quality of the interaction
is known or assumed in markets (rational self-interest) as well as hierarchies (superior-subordinate
obedience), the nature of the interaction is indeterminate in networks and communities.
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CRITIQUE

Research on policy communities may need to reassess its analytical tradition, as it has reached
several stumbling blocks. If every policy community represents a specialized segment, what is the
role of broader institutions? Atkinson and Coleman (1992) caution that, “proceeding to analyze
the policy process as if broad state institutions are irrelevant is a misuse of the concepts network
and community” (168). And there are research challenges. If one assumes that there are sectors
populated by policy communities, a question arises as to what sort of methodological approach
should be used? What is the appropriate unit of analysis? Micro-analysis of actors and relationships
(as Dowding (2001) recommends) risks neglecting the substantive content of the political impact
of policy communities. The focus on operating modes and norms in policy communities carries
a similar risk. The economically rationalistic assumption, that policy actors are in it to exchange
resources, crowds out of the picture cultural phenomena such as habit and tradition, identity and
sense of belonging, ideological and value-rational motivations, and even political conflict.

Policy communities operate in political arenas characterized by different types and intensities
of conflict. Often but not necessarily, these political arenas are manifestations of economic interests.
Mostly, they are fields where political conflict expresses itself or is suppressed. The meanings that
participants in the network ascribe to their interactions and activities are not necessarily preformed;
they may emerge from situations. Decisions, actions, group conflict, and policy change occur as a
consequence of interactions. In the process of interaction, participants in a policy community are
engaged in a process of meaning construction, and thereby they reinforce one another’s sense of
importance of the set of issues under question. This meaning construction process might lead to
articulation of political demands in ways that can be acted upon. It is also possible that participants
abandon the game when events and issues lose their salience or importance. Yet the contingency
of political alliances is difficult to appreciate in models that propose static categories for analysis.
To rescue policy community from its denotative difficulties, it might be useful to adopt a political
formulation that takes account of shifting alliances and situational conflict.

TYPES OF POLITICAL CONFLICT

In the following four descriptions, different types and intensities of conflict take place on different
fields of play. Varying from low-intensity conflict (as in the policy community) to broad-based,
ideological conflict over the role of government, four fields are presented in order of increasing
potential for political conflict. The fields are identified as distributive, regulatory, tragedy of the
commons, and welfare of the commons.

DistriBUTIVE FIELD

In this field, wherein policy community is situated, “All participants share basic values and accept
the legitimacy of the outcome” (Rhodes 1997, 44). Though replete with definitional problems, some
of the commonly accepted features of British policy communities include:

* Bargaining in sectoral environments,

* Predictable and enduring coalitions,

* Substantial agreement on problem definition,

» Low public profile (visibility) of decisions,

* Well-defined jurisdiction over relevant decision area,
» Low party political level attention,
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* Narrow and low scope of conflict within the community,
* A small number of participants, and
* Restricted access for dissenting perspectives. (Jordan and Maloney 1997, 558).

We can gather from this list that policy communities are usually used in association with the
major functional categories of government (e.g., agriculture, energy, or transportation) called sec-
tors. The American policy literature would more likely point toward the distributive policy arena
described by Lowi (1964; see also Ripley and Franklin 1982). In this policy arena, actors seek favor
and subsidy from the government. Private interests and lobbyists petition the government in pursuit
of their proffers, be they price support payments, procurement contracts, construction contracts,
payment for services rendered, or other means of dispensation (Ripley and Franklin 1982, 90). The
exception proves the rule. These cozy arrangements are stable over time, but can sometimes erupt
into a more conflictual field of play. A distributive policy is “sprung” from its nourishing policy
community when its effects begin to spill over and affect a broader constituency. The classic pork
barrel water projects have occasionally been flushed from the routines of the policy community
for several possible reasons, including the specter of the growing budget deficit, the emergence
of water as a contentious scarce resource, conflicts with environmental groups, or, in the case of
agriculture policy in Britain (Smith 1991) a salmonella outbreak. The process of a broad discourse
can be most damaging to the pet projects of policy communities. Once broader discourse gains
traction, particularistic lines of argument carry less weight. The opportunity for the expression of
a wider range of values improves.

Even in the narrow confines of a policy community, a rationale which justifies a distributive
policy in terms of some broader interest is usually put forth during policy formulation. For example,
the U.S. Food Stamp Program, supported by a policy community situated in the sector identified with
the U.S. Department of Agriculture, subsidizes agri-business and grocers. One can imagine being
a member of this policy community and convincing the government to issue special money that
can only be used to purchase products manufactured by members of that same policy community.
In further testimony to the sectorialism of policy communities, the program is administered by the
U.S. Department of Agriculture (not by the Department of Health and Human Services). But it is
nonetheless justified in the broader political arena in terms of values such as compassion and helping
the needy. Hence, distributive policies involve government payments or subsidies to organizations
associated with particular policy communities. And it should also be noted that if powerful policy
communities did not provide political support for this government program, it probably would
not exist. So it also seems reasonable to conclude—as exchange theory would predict—that the
underlying theme is instrumental gain.

RecuLATORY FIELD

Much of what is nominally referred to as regulatory policy—tariffs, rate-setting, licensing—benefits
identifiable policy communities. The dynamics are very similar to the dynamic of regulatory policy
in that policy communities want government to rig the rules in their favor. However, Lowi (1964)
described how tariff policy could no longer be contained in a closed-off policy community arena
because diverse groups (e.g., the victims of retaliatory tariffs on an unrelated product imposed by
other nations) would revitalize their own policy communities to oppose the policy. Regulatory prac-
tices have effects which are at first blush distributive, but ultimately may activate different policy
communities who bear the costs of the regulation. This is what makes the regulatory field different
from the distributive field. Pluralistic notions such as the clash of competing interests come into
play. Conflict is either present or latent in this policy field.
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TrRAGEDY OF THE COMMONS

A political field closely related to the regulatory field we name “tragedy of the commons” in honor
of Garrett Harding’s (1968) seminal article. In this field, there is not necessarily present a compet-
ing policy community. Yet if the in-place policy communities, organized around industry interests,
get their way (e.g., absence of control on carbon dioxide emissions and other pollutants) the com-
mons—in this case a reference to clean, breathable air—deteriorates to the detriment of all. On most
days, the unorganized populace is no match for the tightly-knit, utility-maximizing, and influential
policy communities. But when the politics in this field become salient, conflict erupts amidst moral
indignation, justified ire, and ideological fervor.

WELFARE OF THE COMMONS

The fourth political field transcends particularistic policy communities. National defense, social
security, and national health care are possible examples. The benefits of policies accrue to the diverse
population, as do the benefits. This is not to suggest that some dynamics of national defense policy
(e.g., munitions contracts) do not functionally operate according to the politics of the distributive
field, in which the policy communities, whose members include major defense contractors, are the
major actors. But the politics in this field are likely to be debated at the macro-level, where peak
associations (Ripley and Franklin 1982) conduct the debate at a societal level, in view of public
media. Conflict about the appropriate role of the state plays out on this field, sometimes heated to
boiling point as ideologies clash over highly symbolic macro issues such as capitalism, socialism,
war, or the welfare state.

The point of mentioning these four contrasting policy fields is to demonstrate, in a different
way, the limits of the policy community perspective. While it may be the case that policy communi-
ties dominate everyday, outside-the-limelight policy making, it is also possible that the delibera-
tion of these close-knit groups can be exposed to a broader hearing in certain cases or with certain
issues.

PUBLIC ADMINISTRATION

Critics point to the long-term negative consequences of the trend toward a network style of politics,
most particularly by policy communities. They are “displacing political parties, chief executives,
and other political institutions that once served to centralize power in our fragmented governmen-
tal system” (Skok 1995, 330). However, once “bureaucracy,” or “the executive,” or “the party” or
“the state” are understood as reified concepts—as contingencies that are mistakenly objectified as
immutable forces of nature—then the hard boundaries between and among agencies, institutions,
and bureaucracy (and these distinguished from the citizenry) can be made permeable. Instead of
looking at policy and administrative processes as a series of power transactions between walled
institutions, think instead of an energy field (Fox and Miller 1995). A public energy field is com-
posed of a multiplicity of malleable, discursive social formations. Discourse formations such as
policy communities, policy networks, interagency task forces and consortia, negotiated regulatory
constraints, adhocracies and the like are in abundant evidence in practice, but political and admin-
istrative scholars have only begun to theorize this phenomenon.

The complex web of relationships well represented by the network metaphor bears major
implications on the distinction between politics and administration once presumed to exist. The
conception of public administrators as neutrally competent and efficiency-guided public employees
fails the admissibility test in political-administrative life. Public administrators might participate
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in network-style policy communities due to knowledge and expertise on substantive policy issues
without being identified with one political position or another. Yet, as participants in policy com-
munities, public administrators are political administrators. Public administrators maintain an
activist role in policymaking process in that they freely put their knowledge and skills into use to
accomplish certain policy outcomes. This proactive engagement in the policymaking process is
consistent with long-expressed ideals by many public administration scholars (Harmon 1981). With
different agendas, other public administration scholars spoke up on behalf of a more active stance
on the part of administrators. The analytical turn of New Public Management expresses itself as
managerialism (Kickert, Klign, and Kippenjan 1997), which aims to control and manage policy
communities for administrative purposes.

Fox and Miller (1995) proposed an active administrative involvement in public policymaking,
but they framed their proposal with standards of authentic discourse, against which actual policy
discourse may be judged democratic or not. More recently, Denhardt and Denhardt (2000) proposed
a public conversation that is instrumental in bringing administrators and citizens together to work
out solutions to pressing policy problems.

Common in all these models is that public administrators are advised to be engaged in “what
to do” questions of public policy, not just “how to do” questions. They mobilize key actors and
help make policy an actuality. With knowledge as their key resource, they lead others to value their
expertise and understanding of the important dimensions of the problem. Knowledgeable people,
along with others in need of answers, join efforts and work together. In the process of interaction
and reciprocal influence, the issues become clarified, relevant evidence shared and debated, and
alternative solutions proposed.

The policy communities model, and its related network models, makes it clear that political
interaction is prevalent in the practice of public administration. Political administrators frequently
find themselves interacting among members of the public, struggling to sort out meanings and val-
ues, trying to establish or modify institutional arrangements, working to channel public resources
in desired directions. The conflict that arises through the process provides a means by which to
enlarge public discourse and shape public action.

Some political scientists focus attention on integrative functions of such extra-formal interac-
tions, a feature that seems to make these relationships spread despite strong protestations of gov-
ernment formalists. Lowi (1969) calls for return to a formal democracy. Yet this may be a nostalgic
wish in the face of ever-increasing presence of extra-formal political dynamics that reflect a desire
for say-so in public policy debates. It would be hard to claim, anymore, that these informal dynam-
ics that operate in policy-making processes are a new phenomenon. Throughout the policymaking
apparatus of government, there are collections of issue-conscious groups influencing events in a
complex system of interrelationships. Participants in this process often represent economic interests,
but they typically bring into play technical expertise and specialized knowledge contributions to
important questions of public policy.

Policy communities (and policy networks) play critical roles in public policy processes, among
which the most important ones are those related to integration tasks performed. Professional associa-
tions operate as functional subsystems linking numerous program professionals through all levels
of government. These coordinative and communicative competences make policy communities
potentially more valuable than autonomous and closed iron triangles. In some cases, the existence
of policy communities appears to have reconciled the need of coordinating and integrating public
action in a complex and dynamic policy environment that is more fragmented than ever. Without
them policy implementation likely would be more complicated and disorderly than it is now.

In a nutshell, the functional utility of policy communities is both political and administrative.
Policy communities are political in the sense that they are instrumental in the process of extracting
funds from the larger political system. Policy communities are also administrative because critical
management functions such as coordination, communication, and integration are facilitated through
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them. Economic, professional, or intellectual interests represented by the actors in the networks
help link various policy actors located at different levels of government. And yet, constant vigilance
is required to assure that policy communities do not usurp the vague yet contentious desires of the
larger political community.

REFERENCES:

Atkinson, M. and W.D. Coleman (1992). Policy networks, policy communities, and the problems of governance.
Governance, 5 (2), 154-180.

Bache, I. (2000). Government within governance: Network steering in Yorkshire and the Humber. Public
Administration, 78 (3), 575-592.

Blom-Hansen, J. (1997). A new institutional perspective on policy networks. Public Administration, 75,
669-693.

Campbell, J. C. (1989). Bureaucratic primacy: Japanese policy communities in an American perspective.
Governance, 2, 5-24.

Campbell, J.C., M.A. Baskin, F.R. Baumgartner, N.P. Halpern (1989). Afterword on policy communities: A
framework for comparative research. Governance, 2, 86-94.

Cigler, B. A. (1990). Public administration and the paradox of professionalism. Public Administration Review,
50 (6), 637-653.

Denhardt, R.B. and J.V. Denhardt (2000). The new public service: Serving rather than steering. Public Ad-
ministration Review, 60 (6), 549-559.

Dowding, K. (1994) Roundtable: The theory of policy communities and policy networks. In P. Dunleavy and
J. Stanyer (eds.) Contemporary Political Studies. Vol 1. Belfast: Political Studies Association.

Dowding, Keith. 2001. There must be end to confusion: Policy networks, intellectual fatigue, and the need for po-
litical science methods courses in British universities. Political Studies 49, no. 1 (2001), pp. 89-105

Dudley, G. (2003). Ideas, bargaining, and flexible policy communities: Policy change and the case of the
Oxford transport strategy. Public Administration, 81 (3), 433-458.

Fox, C. J. and Miller. H. T. (1995). Postmodern public administration: Toward discourse. Thousand Oaks,
CA: Sage Publications.

Gormley, W. T., Jr., (1986). Regulatory issue networks in a federal system. Polity, Summer, 595-620.

Hanf, K. and EW. Scharpf (1978). Interorganizational Policy Making: Limits to Coordination and Central
Control. Beverly Hills, CA: Sage Publications.

Hardin, G. (1968). The tragedy of the commons. Science, 162 (1968), 1243-1248.

Harmon, M. M. (1981). Action theory for public administration. New York: Longman.

Hay, C. (1998). “The tangled webs we weave: the discourse, strategy and practice of networking.” In David
Marsh, ed., Comparing Policy Networks. Buckingham: Open University Press.

Heclo, H. (1978). Issue networks and the executive establishment. In Anthony King (ed.), The American Politi-
cal System. Washington, D.C.: American Institute for Public Policy Research, Ch. 3, pp. 87-124.

Hill, L. B. (1991). Who governs the American administrative state? A bureaucratic-centered image of gover-
nance. Journal of Public Administration Research and Theory, 1 (3), 261-294.

Hindmoor, A. (1998). The importance of being trusted: Transaction costs and policy network theory. Public
Administration, 76 (Spring), 25-43.

Jordan, G. and W.A. Maloney (1997). Accounting for subgovernments: Explaining the persistence of policy
communities. Administration & Society, 29 (5), 557-583.

Kickert, Walter J.M., Erik-Hans Klijn, and Joop F.M. Koppenjan, eds., 1997. Managing Complex Networks:
Strategies for the Public Sector. London: Sage Publications.

Klijn, E. H. (1997) ‘Policy networks: An overview. In Walter J. M. Kickert, Erik-Hans Klijn & Joop F. M.
Koppenjan (Eds.) Managing Complex Networks: Strategies for the Public Sector. London: Sage.

Klijn, Eric-Hans (1996). Analyzing and managing policy processes in complex networks: A theoretical exami-
nation of the concept policy network and its problems. Administration and Society, 28 (1), 90-119.

Lowi, T. (1964). American business, public policy, case-studies, and political theory. World Politics, 16 (4),
677-715.

Lowi, T. (1969). The end of liberalism. New York: Norton.



Policy Communities 147

Peters, B. Guy. 1998. Managing horizontal government: The politics of coordination. Research Paper No. 21,
Canadian Centre for Management Development. Ottawa: Minister of Supply and Services. http://www.
myschool-monecole.gc.ca/Research/publications/pdfs/p78.pdf

Rhodes, R.A.W. (1997). Understanding Governance: Policy Networks, Governance, Reflexivity and Account-
ability. Buckingham, U.K.: Open University Press.

Ripley, R.B. and G.A. Franklin (1982). Bureaucracy and Policy Implementation. Homewood, Ill: Dorsey
Press.

Skok, J. E. (1995). Policy issue networks and the public policy cycle: A structural-functional framework for
public administration. Public Administration Review, 55 (4), 323-332.

Smith, M.J. (1991) “From Policy Community to Issue Networks: Salmonella in Eggs and the New Politics of
Food.” Public Administration, 69 (Summer), 234-255.

Stone, D., S. Maxwell, and M. Keating (2001). Bridging research and policy. An International Workshop Funded
By The UK Department For International Development. Radcliffe House, Warwick University.

Wilks, S. & Wright, M. (Eds.) (1987). Comparative government-industry relations: Western Europe, United
States, and Japan. Oxford: Clarendon Press.

Williamson, O.E. (1975). Markets and hierarchies. New York: Free Press.

Wright, M. (1988). Policy community, policy network, and comparative industrial policies. Political Studies,
36, 593-612.






Public Policy Analysis and
Think Tanks

Diane Stone

The term think tank is used here to mean policy research institutes involved in the research and
analysis of a particular policy area or a broad range of policy issues, seeking to advise policy
makers or inform public debate on policy issues. Generally, these organizations are constituted as
non-governmental organizations (NGOs) but some are either semi-governmental agencies or quasi-
autonomous units within government. Additionally, some European political parties have created
in-house think tanks in the form of party institutes or foundations such as the Konrad Adenauer
Stiftung associated with the Christian Democratic Party in Germany. In parts of North Asia, think
tanks are often affiliated with business corporations such as the Mitsubishi Research Institute a
profit-making institute founded in 1970. Despite this increasing divergence in legal constitution, the
roles and functions of think tanks put them at the intersection of academia and politics where they
aim to make connection between policy analysis and policy making. However, there is considerable
diversity among think tanks in terms of size, ideology, resources, and the quality or quantity of ana-
Iytic output. Notwithstanding the prosperous, well- known think tanks like RAND, the Brookings
Institution, or the Council on Foreign Relations in the United States, the majority of think tanks
around the world are relatively small organizations. Most operate with a dozen or so research staff
and annual budgets of approximately US$2-$3.5 million (Boucher et al. 2004).

Aside from policy analysis, these organizations also perform a range of ancillary activities that
help amplify their policy analysis and sometimes propel their policy products into decision-making
circles. Their diversity of activities and functions has presented dilemmas in defining think tanks
(reflected in the broad description above), compounded by their dramatic proliferation, hybrid forms,
and world-wide spread over the past two decades. In tandem, think tank modes of policy analysis
range, at one end of the spectrum, from being highly scholarly, academic, or technocratic in style, to
overtly ideological, partisan, and advocacy driven, at the other end, with vastly different standards
of quality throughout. The interplay of applying knowledge to policy problems is complemented
by strategic practices to develop advisory ties to government, industry or the public as brokers of
policy analysis. Accordingly, think tank policy analysis is not simply an intellectual exercise that is
manifest through expert commentary or policy documents. Instead, policy analysis is also action-
oriented, reliant on policy entrepreneurship, institution building, and the competitiveness of think
tanks in the market-place of ideas.

This positivist and pluralist conception of think tanks competing nationally and internationally
in their advocacy toward governments and international organization is complicated by understand-
ings of think tank influence that dwell on the longer term capacity to shape the climate of opinion
and develop narratives that structure world views and policy beliefs. Consequently, the strategies to
directly affect the course of a piece of legislation, or the wording of policy initiatives, must be con-
sidered alongside the longer term, indirect, and subtle influence over discourses of governance.
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WAVES OF DEVELOPMENT

The waves of think tank development from early in the twentieth century parallel the evolution of
policy analysis. Three broad stages can be identified: the first generation of think tank prior to World
War II; the second wave of Cold War, peace research and development studies institutes alongside
those with a domestic social and economic policy focus; and third, the global think tank boom
from the 1980s onward (Stone and Denham 2004). Often with funding support from the National
Endowment for Democracy, USAID (United States Agency for International Development), the
World Bank or private philanthropic foundations, the Western organisational format of think tank
has been spread internationally. In tandem, Western models and norms of policy analysis have also
spread.

First generation think tanks were responses to societal and economic problems spawned by
urbanization, industrialization, and economic growth. Think tanks became established in English-
speaking countries, but most prominently in the United States. Many reasons for uneven development
have been posited: the strong philanthropic sector, a conducive tax system, weak political parties,
a pluralistic political system, and the division of powers in its federal structure as well as between
executive and legislature of the United States (Smith 1991; Abelson 2002). These factors presented
favorable political opportunities and policy niches for think tank development. In general, think tanks
emerged in North America and the British dominions as a response to the growth of the state—the
“progressive era”—expansion of universities with increased literacy and professionalization of pub-
lic service that facilitated demand for independent policy analysis for the rational improvement of
society (Heineman 2003). Organizations such as the Brookings Institution, the 20th Century Fund,
and the Russell Sage Foundation in the United States, and the Fabian Society and National Institute
for Economic and Social Research in the UK are typical of the first wave.

The post-World War II era brought more extensive role for the state in social and economic
affairs, prompting a second wave of think tank developments in North America and in European
liberal and social democracies. In the United States, the New Deal and the Great Society period
along with the Korean and Vietnam wars prompted the development of government contract research
institutions. In the United States, RAND and the Hudson Institute were exemplary of the new breed
of think tank increasingly reliant on government contracts rather than private philanthropy. A number
of other institutes acquired substantial input into social policy, most notably the Urban Institute.
Created in 1968, it had the mission of researching and analyzing American social problems such as
the inner city and urban decline, state work-welfare programs, Medicare payments, transport policy,
and so forth. Similar institutes emerged in other developed countries: the Institut fiir Sozialpolitik
und Sozialreform in Austria in 1953, the StudiefSbundet Niringsliv och Samhille in Sweden in
1948, and the Institute of Public Affairs (IPA) in 1943 in Australia. Many of the second generation
think tanks pioneered applications of new statistical techniques, economic modeling and cost-benefit
analysis. As government demand for this kind of analysis expanded, so, too, did the number and
variety of think tanks. Institutes with a social policy focus were increasingly out-numbered by the
proliferation of foreign policy institutes, centers for the study of security, and development studies
institutes, in an era defined by the Cold War, superpower rivalries, and Third World issues

From the 1980s, a world-wide boom of think tanks was apparent. In Anglo-American politi-
cal systems, think tank communities matured. Whether as a cause or a consequence of the rise of
environmental considerations, environmental policy institutes have burgeoned. Specialization has
evolved on other fronts: inter alia, women’s policy institutes, business ethics think tanks, and centers
for democracy promotion. Many of the new institutes adopted a more strident ideological stance
alongside a greater organizational propensity for advocacy (Abeson 2004). The rise of so-called New
Right think tanks such as the Adam Smith Institute in London also illustrates how free market and
conservative think tanks were one set of actors constitutive of the paradigm shift from Keynesian
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policy making toward neoliberal principles government organisation (Denham and Garnett 2004).
Today, as governments clamor for evidence-based policy, think tanks are ready to provide their
evidence in support of policy reform and innovation.

Outside the OECD (Organisation for Economic Co-operation and Development), think tanks
exhibit an evolution that occurred later in the twentieth century. In the newly industrialized coun-
tries of Asia, rapid economic growth freed resources for policy research while increasing levels of
literacy and greater opportunity for university education created new generations of intellectuals.
Northeast Asian institutes are relatively numerous but are also more likely to be affiliated with a
government ministry or large corporation. A number of Latin American countries such as Argen-
tina, Peru, and Chile also have a healthy population of research institutes; many are affiliated with
universities, and have had a new breath of life with democr